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Probability and
Expectation

1. PROBABILITY AND EXPECTATION | "™

Introduction

Some Important definitions
Theorems on Probability
Addition Theorems on Probability "
Conditional Probability

Multiplication Theorems on Prabability

_,_‘

Addition Theorem for Independent events

| Baves Theorem

1.1. INTRODUCTION

The word ‘Probability’ and ‘Chance’ are quite familiar to everyone. Many a times,
we come across statemenis like, “Probably it may rain today”. “chances of hitting the
target are very few”. “It is possible that he may top the examination™. In the above
statements, the probably, chances, possible. eic. convey the sense of uncertainty about
the occurrence of some event. Ordinarily, it appears that there cannot be any exact
measurement for these unceriainties, but. in Mathematical Statistics, we have methods
for calculating the degree of certainty of events in numerical value, under certain
conditions. When, we perform experiments in science and engineering, repeatedly under
identical conditions, we get almost the same result. There also exist experiment in
which the outcome may be different even if the experiment is performed under identical
conditions. In such experiments, the outcome of each experiment depends on chance.

ot Y b

1.2. SOME IMPORTANT DEFINITIONS

Experiment : Any operation that results in two or more outcomes is called an
experiment, and performing of an experiment. is called trial.

\; Self-Instructional Material 1
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NOTES

Random Experiment : A random cxperiment. is de{'llncd as an experiment. in
which all possible outcomes are known and which can be repeated under identical
conditions but.it.is not possible to predict the outcome of any pariicular trial in advanece.

¢.g. Tossing a coin or throwing a die is random experiment.

Sample Space ; The sample space of a random experi}nent. is defined as the set,
ol all possible outcomes of the experiment. The possible outcomes are called sample
points, The sample space is generally denoted by the leiter S.
e.g. In throwing a fair die, sample space is 8§ = {1, 2, 3, 4/ 5, 6}. In tossing of two
unbiased coins sample space is S = {HH, HT, TH, TT}.

Event : Any subset of the sample space is defined as an event. An event. is
calied an elementary (or simple) event. if il contains only (mo sample point. In the
experiment of throwing a die, the event A of getting 2 is a slmple event. We wrile A =
{2}. Also an event is called an impossible event if il can n{l.,\’t,r oceur, In the above
experiment, event B = {7} of getting 7 is an impossible event. An event which is sure to
oceur is called a certain event.
¢.g. In throwing a die. the event of getting a number less than 7 is a certain event.

Exhaustive Events: The total number of all possible outcomes in any trial are
known as exhaustive events or cases,
e.g. In tossing a coin, there are two exhaustive events, head dlld tail. In throwing a die,
there are 6 exhaustive cases, any one of the six faces may turn up.

’

Note. In throwing n dice, the exhaustive cases are 6",
Equally Likely Events : Events are said o be equally likely. if there is no
reason to oxpect any one in preference to any other.
e.g If we draw a card from a well-shuffled pack, we may get any card, then the 52
different. cases are equally likely.

Favourable Events : The events which ensure the required happening, are
sald to be favourable events.

e.g. In throwing a die, the number ol cases favourable to the appearance of a multiple
of 2 are three viz. 2, 4 and 6. In drawing two cards from a pack of 52 cards, the number
of cases favourable to drawing 2 aces is 1C,,.

Independent Events : Events are said 1o be indcpendlent. if the happening (or
non-happening) of one event is not affected by the happening (or non-happening) of
others,

e.g. In ease a card 1s drawn [rom a pack of well shuffled cards and is not replaced, then
the second draw of the card is dependent on the first. draw. Ho“ ever, if the first card
drawn is replaced before drawing the second card, the resull. of the second draw is
independent of the {irst draw.

Mutually Exclusive Events : Two events are said to be mutually exclusive if
they cannot occur together i.e., if one occurs then other cannot.

| , : :
e.g. In tossing a coin, the events head and iail ave mut.uall)i exclusive, since if the
ouicome is 1ail, the possibility of getting head in the same trial is ruled out.

: o .
Compound Events : Events obtained by combining together two or more
clementary events are known as the compound events.
e.g. In throwing a die, getting 5 or 6 is called a compound event.

Mathematical (or Classical) Definition of Probablllty If an event can
happen in n ways which are equally likely. exhaustive and mutually exclusive and out

2 Self-Instructional Material




of these 1 ways, m ways are favourable to an event A, then the probability of happening Probability and
of A is given by Expectation

P(a) = —
por PA)= -

If A happens in m ways, 1t will fail in (n — m) ways so that the probability of its NOTES
fatlure
— _n-m _ mo_
¢ or P(A)“T_ ]—; =1-p
= prg=1 ie, PA+PA)=1

0<p=1;02¢g21

If P(A) = L. then Ais called a certain event. If P(A) =0, then A is called an impossible
event.

Statistical (or Empirical) Definition of Probability : Ifin n trials. an event
A happens m times then the probability of happening A is given by

. m
porP(A) = ,,hm —.

= N

1.3. ADDITION THEOREMS ON PROBABILITY

1.3.1. Theorem 1 (Addition Theorem for Two Events)

If A and B are two events associated with a random experiment, then
P(4 uB)=PA)+P(B)-P(AnB)
Proof. Let S be the sample space associated with the given random experiment.

Suppose the experiment. results in n mutually exclusive ways. Then § contains n
elementary events.

Let m,, m, and m be the number of elementary events favourable to A, B and
A n B respectively. Then,

P(A) = 3:;‘— P@) = =2

n
m
and P(AnBY=—.
n 8
The number of elementary events A B

favourable to A only is m, — m. Similarly, the
number of clementary events favourable to B
only is m, — m. Since m elementary events are
favourable to both A and B, therefore, the
number of elementary events favourable (¢ A or
Borbothie, AUBIig

m, ~m o, —mtm=m, + m, —nn

So, P(AUB)=
n n n on
= P(AUB)=PA) + P(B) - P(ANDB).

Self~lustruciional Material 3
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therefore,

NOTES

Corollary : If A and B are mutually exclusive events, then P(A n B) = 0, )

P(A L B) = P(A) + P(B)
This is the addition theorem for muiually exclusive events.

1.3.2. Theorem 2 (Addition Theorem for three events)

If A, B and C are three events associated with a random e'lxpen'.m.ent, then
PAOUBOUC)=PA)+PB)+P(C)- P(ANnB) - P(If ~C)
~PANC)+PANBAC)

Proof. Let D=Bu(_, then
PAUBUG=TAUD=PAQ+PIHY-PAND) ..(1) (hy Th. 1)

Now, AnD=ANnBulD=AnNnB Uil
- PANDY=PAnBYu AN O]
=PANB)+PANO-PANB nANO)
=PANB)+PANC-PANBNC (2 by Th D
[ AN AN C=AnB~AC
Also POy =PBuw O =PB) + HC) - PB r"\| C) )]
From (1), (2) and (3), we get
PAUBUG=PA+PM+PC -TPB A
—[PANB)+PA'NC)-PAABA O]
=PA+PB+PC)—-PANB—PBAC)-PAND)
+PANBNG
Corollary : If A, B and C are mutually exclusive events, then
PANBY=PBNO =P =PAnB~O=0
PAUBUC) =PW + PMB) + PO
This is addition theorem for three mutually exclusive evenis.

1.4. CONDITIONAL PROBABILITY

occurred.

Let A and B be two events associated with a random experiment. Then, the

probability of occurrence of A under the condition that B has élread}‘ oceurred and
P(B) # 0, is called the conditional probability and is denoted by II’(A;’B)_

Thus, P(A/B) = Probability of occurrence of A given that B has already occurred.

Similarly, P(3/A) = Probability of occurrence of B givenl that A has already

1.5. MULTIPLICATION THEOREMS ON PRdBABILITY

4 Self-Instructional Material

1.5.1. Theorem 1

or

If A and B are two events associated with « random experiment, then
PANB)=P)P(B/A), if P)=z0
PAnBY=PB)P(A/B), if PB)=0




Suppose S contains n elementary events. Let.m,. m, and m be the number of elementary Expectation
events favourable to A. B and A n B respectively. Then

P@) = =L, P(B) = P2 and PAAB)= = NOTES
Since m, clementary events are {avourable
to A out of which m are favourable to B, therefore, 8

m

P(B/A) = -

1

Similarly, P{(VB)= m
My

3

1

Naow, PAnB) = —’:11
1
= P(B/A) . P(A) ..(D

m 2

. = P(V/B) P(B) .{2)
my

m
m

P:ﬁl

1l

and P(AnB) = %

3‘3

Note 1. From (1) and (2) in the above thecorem. we find that

P{A n B} P(A ~B)

P(B/A) = and P{A/B) =

P(A) P(B)
P{A 1 B) is also writlen as P(AB),
2. Forthree events A. B, C
P{A n B C)=P{ABC)

= Probability of the simultaneous occurrence of events A, Band ©
= P(A) P(B/A) P(C/AB)
= P(A) P(B/A) P(C/A n'BY)

If A}, Ay - A, are nevents, then

P, nA, o nA)=PA) PAYA) P(AJA, mA) . PAJA NANLNA D

1.5.2. Muttiplication Theorems For independent Events

Theorem 1. If & and B are independent events ussocialed with a random
experiment, then .
P{A n B) = P(4) P(B)
Proof. By multiplication theorem, we have
P(A n B) = P(A) P(BfA)
Since A and B are independent. events, therefore, P(3/A) = P(B)
Hence, PA n B) = P(A) P(B)
Theorem 2. If A, A, ..., d, are indepem'fen!. events associated with a random
| experiment, then
L PA, nA,n Ay nA)=PAYPA . P

Proof. Let S be the sample space associated with the given random experiment. Probability and
|
I

Proof. By multiplication theorem, we have

PA,NA, N AN LNAY
= P(A) P(AJA) PAAYA N Ay .. PAJMA NA N NA Y

Since A, A, ..., A,_. A, are independent events, therefore,
P(AJA) = P(A), PAYJA, A A) =P, ., PAJA NA, N AA )
=P(A,)

Hence, BLA, n A, n A, 0. A)=PAY) P(A) ... P(A)

Seif-Instructional Material 3
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NOTES

1.6. ADDITION THEOREM FOR I_NDEPENI#ENT EVENTS

1.6.1. Theorem

If A}, Ay, .., A, are n independent events ussaciated with « random experiment,

then

PlA, U, L. U ) =T-P(A) P(A,).. XA,

Proof. We have P(A WA, U .. UA)=1-PA VA, ... A)

=1-P(A, ﬁKzﬁ...ﬁXR)
=1-P(A) P(A,) .. P@A,)

(v A, A, L. A areindependent events, therefore,

SOLVED EXAMPLES

Example 1. Find the probability of getting o tail in. thre
Solution. Clearly the sample  space S={{, T}
Event of getting tail E={T}
Clearly nE)y=1 and n(S)=2
Probability of getting a tail is given by
nE)

n(S) ~
or If I is the required event, then E = {T}

1
P(E) = 3

soare A, A,, ., A,)

M COLI.

Henee,

Py = No. of cases favourable to E _1

Total number of cases 2°

Example 2. Three coins are lossed, find the probability
heads.

Solution. Clearly the sample space
S ={HHH, HHT, HTH, THH, THT,
If E is the required event, then
E ={HHH, HHT, HTH, THH}
No. of cases favourable to E

PE) = Total number of cases
_4_1
8 2

of geiting at least tio

TTH, HTT. TTT}

Example 3. If there are tiro children in a fam..r'ly, find the probability that there

is al least one girl in the family.
Solution. Let 8§ be the sample space. then
S ={BB, BG, GB, GG},
where B and G stand for ‘Boy™ and 'Girl respectively.
If E is the required event. then

A ={BG, GB, GG}

3
PE) = e

Self-Instratctional Matervial




Example 4. Whatis the chance that a !e(.;.p -year, selected at random, will contain Probabilin: and
53 Fridays ? Expectation

Solution. There are 366 days in a leap-year and we can write 366 = (7 x 52) + 2.
This means that the leap year will contain at. least 52 Fridays. The possible combinations

for the remaining two days can be made as follows : NOTES
() Sunday and Monday (it) Monday and Tuesday
(ifi) Tuesday and Wednesday (fv) Wednesday and Thursday
(v} Thursday and Friday i) Friday and Saturday

(vit) Saturday and Sunday.
Of these seven likely cases only () and (vi) are favourable.

2
Hence. the required probability = 7

Example 5. What is the probability of getting an even number in the throw: of an
unbiased die ¢
Solution. Clearly. there are 6 equally likely possible outcomes 1, 2, 3, 4.5, 6.
Ience, the sample space §={1,2.3,4,5, 6}
l.et E be the required event, then we have
E=4{2, 4, 6}

. 3 1
Hence, PE) = ris

Example 6. A bag conlains 7 red, 12 while and 4 green balls, What is the
probability that

(-3 balls drawn are all white and

(ii) 3 balls drawn are one of each colonr.

Solution. Total balls are =7+ 12+ 4=23

3 balls out of these 23 balls can be drawn in
93x22x21

Ix2x1

The sample space for this experiment contains 1771 sample point, i.e., n(S)

BC,= = 1771 ways

= 1771.
(i) Let E| = event that the 3 balls drawn are all white, Now 3 whirte balls can be

drawn from 12 white balls in

12x11x10

12 = = Ty
C, 3% 2x1 220 ways
nd)) =220
... n(Ey) 220
PE)="® ~ 171

(i) Let E, = event that three balls are one of each colour.
Now 1 red ball can be drawn out of 7 red balls in ’C, = 7 ways,
1 white ball can be drawn out of the 12 white balls in 2C, = 12 ways and 1 green
ball can be drawn out of the 4 green balls in iC, = 4 ways.
3 balls one of each colour can be drawn in 7 x 12 x 4 = 336
n(E,) = 336
n(E,) _ 336 ,

PEI=Te T T

Self-Instructional Afaterial 7




Staiistical Analvsis Example 7. From apack of 52 cards three are drawn at random. Find the charnce
that they are a king, a queen and a knave.
Solution. From a pack of 52 cards three can be drawh in 52(, ways. Thus,
n="5g,

NOTES There are 4 kings. 4 queens and 4 knaves, A king can b{. drawn in ‘C, ways, a
queen in ‘C, ways and a knave in ‘C, ways. Since each of these may be with dra\\ nin
1C, % 1C, X”‘C, Ways. ll

o m =3C, x3C, xiC,

TG x 10y x*C,y _ 4x4x4x3x2x1_ 16

rqui ability = —2 1 L .
| Required probability g, 52x51x50 " 5525

Example 8. 4 and B are lwo mutually exclusive events of an experiment. If
P(not A7) = 0.65, P(4 U B) = 0.65 and P(B) = p, find the value of p.

Solution. By addition theorem for mutually exclusive events, we have

P(A U B) = P(A) + P(B)

P(A U B) =1 —P(nat A") + P(B) [ PA)Y=1-P@A)
0.65=1~065+p |
= p=0.30

Example 9. The probability that at least one of the events 4 and B occurs is 0.6,

If A and B occur simultancously with probability 0.2, then find P(A ) + P(B ),
Scolution. We have PAUB)=0.6and PA N B) =
Now PAUB) =PA)+PB) - PANB) \
0.6 =P+ P(B)-0.2 |
0.6=1-PA)+1-P(B)-0.2= 1.8 [P(A) + P(B)]
= P(A)+P(B)=1.8-06=12
Example 10, A, B, C are three mutually exclusive and 'exhaustive evenis

3
associaled with a random experiment. Find P(A), it being given thal\P(B) = — P(~1) and

P =+ P(B)
Solutlon Let P(A) =p. Then

PB)=2 () = PE)= S

and P(C)y=—= P(B) = PO)= 1 p
Since A, B, C are mutually exclusne and exhaustive events associated with a
random experiment. therefore,
AuBuUC=58
PAUBUG=PB) = PAUVBUO=1 [ PS)y=1]
PA) + P+ P(O) =1 \

+ 3 +E =1 = , -2
prgPryp= P13
Example 11. 4 card is drawn from a pack of 52 cards. Find the probability of
getting a king or a heart or u red card.
Solution. Consider the following events :

A = geuting a king, B = getting a heart |

C = getting a red card.

‘ 8 Self-Iustructional Material



Probubilitv and

. ‘Cy - Bg, 13 0 ‘

We have P{A) = 52C1 5 5 P(B) = 5201 =52 Expectation
%o, 26

PO=%5 ~52 NOTES

P(A M B) = P(gcl‘-t-ing a king of hearl'.) = 52

P(B n C) = P(getting a heart card) = 52

P(C mn A) = P(getting a red king) = 52

P(A m B n C) = P(getting a king of heart) = 32
Required probability,
PAVB U0
=PA)+ PB)+PC)-PAND) -
4 13 26 1 13_2 1 _28_ 17

—t—t——_——— ,
“52 52 52 52 52 52 52 52 13
Example 12, Consider an experiment throwing a pair of dice. Let A and B be the

cvenis given by A =the sum of points is 8; B=there is an even number on first die. Find

P(4/B) and P(B/4).
Solution. We have

PBAC-PCNAA+PANBAC
7

A={(2.6), (3 5), 4.4, 6 3. 6 2
and B={2.1),..,26.4D.....(46,61,..,6 68
8 I

Py = % and P(B)=—=

Now P(A/B) = Probability of occurrence of A when B oceurs
= Probability of getting 8 as the sum when there is an even number

on first die

_nAnB) _ 3 _1
- aB) 18 6
and . P(B/A) = Probability of occurrence of B when A occurs

= Probability of getting an even number on first die when the sum

of the numbers on two dice is 8

- n(A nB) _ i
n(A) 5

Example 13. 4 bag contains 10 white and 15 black balls. Two balls are draun
in. succession without replacement, What.is the probability that first is white and second

is black ?
Solution. Consider the following events :
A = getting a white ball in first draw

B = getting a black ball in second draw.

Regquired probability = Probability of getting a white ball in first draw and
black ball in second draw.

=PAand B =PAnDB)
= P(A) P(B/A) ‘

Self-Instructional Material 9
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Now P(A)zﬁ—é)i:%g:%
and P(B/A) = Probability of getting a black ball in second draw when a
while ball has already been in first{draw.
_%c, _15_5
U , 24 8 ’
(- 24 balls are left. after drawing a white-ball in first draw

out{of which 15 are black)

S0 required probability = P(A » B) = P(A) P(3/A)
_2.5_1
"5 8 4

Example 14. Two balls are drawn from an urn. containing 2 white, 3 red and A

black balls one by one without replacement. What is the pr‘obu!biliry that af least one

ballis red ?

Solution. Consider the following events ;

A= not getting a red ball in first draw
B = not getting a red ball in second-l{lraw
Required probabilitcy = Probability that at least one ball is red
= 1 - Probability that none is red
=1-PAand B)=1-PA N B)
=1—-P(A) P/
Now P(A) = Probability of not getting a red ball in first draw
= Probability of getting an other colour (while1 or black) ball in

first draw
6 2

9 3

When another colour ball is drawn in first. draw there are b other colour (white

or black) balls and 3 red balls. out. of which one other colour ball can be drawn in 5,
ways.

P(B/A) = %

2 15 7

] 1Fitsr = —PrAYyID I, = J— —_— -

Required probability = 1 — P(A)P(B/A) = 1 3 x ETE
Example 15. If 4 and B are two events such that PlAH= 0.5, P(B) = 0.6 and

P(A W B)=0.38, find P(A/B) and P(B/A),

Solution, We have P(A U B) = P(A) + P(B) — P(A ~ B)
. PANB)=PA)+PB)-PAUR =05+06-08=023
P(AnB) 03 1
Now, PAB) = BB =063
P(AnB) 03 _3
PA) T 057 5
Example 16. A coin is tossed lwice and the four possible (Tu.!,com.es are assumed
to be equally likely. If A is the event, ‘both head and lail have appeared’, and B be the

evend, ‘at most one tail is observed’, find P(A), P(R), P(A/ B) and!P(B/A).

and P(B/A) =

10 Selfilnstructional Afarerial




Solution. Here, 8 = {HH, HT, TH, TT}. A = {IIT, TH} and B ={HH, HT, TH}.
AnB={HT, TH}

n(A) 2 1
1’ Now, P(A)y = n({:) =31 =3 N
‘ . nB) 3 nAnB) 2 1
PBY="g =7 ad PANB=—"rg™ =73
HAAB) 12 2 PANB) 12
PAR) = W = m = 3 and P(B/4) = —P(AT_ = I"E =1.
A Example 17. A coin is tossed thrice and oll eight oulcomes are equally likely.
A = ‘The first throw resulis in head’

B = ‘The last throw results in tatl’
Prove thal events A and B are independent.
Solution. Let S be the sample space, then
i $ = {HHH, HHT, THH, HTH, TTH, HTT, THT. TTT}
A={HHH, HHT, HTH, HTT}, B={HHT, HTT, THT, TTT}
A A B={HHT, HTT}

_n(A) _4_1 _n(B)_izl
PO="5 "8 2" P e 872
: n(AnB) E 1
PAnD) = ECE =7
Clearly TPA N B)=—=PA)PB)

Hence, A and B are 1ndependent= events,
Example 18. Evenis A and B are independent. Find P(B) if P(A) = 0.35 and
PiA uB)=06.
Solution. We have P(A u B) = P(A) + P(B) - P(An B)
PA U B)=P) + P(B)-PA) P®B) (- Aand Bare independent)
= P(A) + P(B) [1 - P(A)]
0.6 =035+ P(B) (1-0.35)
j 0.25 = 0.65 P(B)
0 25 5
P(B) = 065 13
Example 19. X can solve 90% of the problems given in a book and Y can solve
0%. Wheat is the probability that at least one of them will solve the problem, selected at
random from the book ?
Solution. Let A and B be the evenis defined as follows -
A =X solves the problem, B =Y solves the problem
Clearly A and B are independent events such that
90 9 70 7
P )—ﬁ‘:’iﬁ‘ and P(B)= 100 =10
Now required probability = P(A U B)

=1 -P(AYP(B) (- A andB are independent events)

_ 9 7Y 1 3 97
REEY IR
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EXERCISE 1.1

1. Find the probability of getting a head in throw a coin.
2. Three unbiased coins are tossed, find the prabability of getting
(@) all heads (if) two heads
(iif) one head (iv) at least one head
{t) at least two heads.

3. Abag contains 7 white, 6 red and 5 black balls. Twa balls are drawn at random. Find the
probability that. they will both be white.
4. Four cards are drawn from a pack of eards, Find the probability that

(7) all are diamonds (i1} there is one card of each suit. and
(1if) there are two spades and two hearts,
3. Two dice are thrown simultaneously. Find the probability of getling
() an even number as the sum (#) the sum as a prime number
(Iif) a total of at least 10 (it) a doublet. of even number.

6. Tickets numbered from 1 to 20 are mixcd up together and t}len a ticket is drawn at
random. What is the probability that ihe tickot has a number which is 2 multiple of 3 or
79

7. Abag contains 50 lickets numbered 1, 2, 3, .... 50 of which five are drawn at random and
arranged in ascending order of magnitude {x) <2, < x; < xy <ixg). Find the probability
that x, = 30.

1 I
8. If A B, Care mutually and exhaustive events, find Py, if 3 P(Cy = 3 P{a) = P(R).

9. U P(A)=aand P(B) = b, then show that P(A/B) 2 (@ + b — 1)/b.
10. Two cards are drawn from a pack of 52 cards, What is the probability that either both

are red ar both are kings ?

11.  Given two mutually exclusive events A and B such that Play=~ . Find

2
P(A or B).

12. A dieis thrown twice and the sum of numbers appearing is observed to he 6. What is the
conditional probability chal the number 4 has appeared ac leaslt. once ?

18. A bag contains 19 tickets, numbered from 1 to 19. A ticket is drawn and then another
ticket is drawn without replacement. Find the probability that both tickets will show
even numbers.

14. If A and B are two events such that P(A) = 0.3, P(B) = 0.6 and P(B/A) = 0.5, find P(A/R)

18. A bag contains 3 red and 4 black balls and another bag has 4 red and 2 black balls. One
bag is selected at random and from the selected bag a ballis diawn. Let A be the event
that the first bag is selected, B be the event. that the second bag is selected and C be the
event that the ball drawn is red. Find P(A), P(B), P(C/A) and P(C/R).

16. P =04,PB)=p, PAUBI =06 and A and B are given t.-nl be independent events,
find the value of p.

17. A bag contains 5 white, 7 red and 4 black balls. If four balls are drawn one by one with
replacement, what is the probability that none is white ?

and P(B) =

G| -

18. Two dice are thrown. Find the probability of getting an odd number on the (irst die and
a multiple of 3 un the other.

12, A problem of statislics is given to 3 students whose chances of solving it are

[N -

1
13!

| %Y e

What is the probability that the problem js solved ?
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Answers
L os 2= G (DY (e @)=
T2 ) 8 8 8 78 2
7 .11 2197 . 488
% B 4 ® 1165 D 0825 “ 30825
1 .5 1 1
5. (1) —2- an ET) i E (¢18)] ﬁ
6 2 551 8 — 10, 22
"5 15134 "6 T 221
5 2 4 1
11. -é" 12, g 13. E 14, I:O.:b
1,132 1 11y’ !
15. 5igigiy 16 3 17. (‘iE] 18. ¢
3 \
19. I

1.7. BAYES THEOREM

An event A can occur only if any one of the sct of exhaustive and mutually
exclusive events B, B,, ..., B, occurs. The probabilities P(B)). P(By), ..., P(B)) and the
conditional probabilities P(A/B), i = 1, 2, 3, ..., n for an event. A to occur are known.

Then the conditional probability P(B/A) when A has already occurred is given
by

P /A) = nP(B,-) P(A/B;)

Y. P(B,)P(A/B)
i=1
_ P(B,) P(A/B,)
P(B,) P(A/B,) + P(By) P(A/B,) + ...+ P(B,) P(A/B,)

SOLVED EXAMPLES

Example 1. Tiwo boxes conlain respectively «{ white and 2 black and 1 white and
3 black balls. One ball is transferred from. the first box into the second and then one
ball is draun from the second. 1t turns oul to be black. Whal is the probability thal the
transferred ball was white ?
Solution, Let B, be the event that the transferred ball (ball drawn (rom the
first box) is white and B, be the event. that the transferred ball is black.
2

4 2 1
P(Bl)=g=§, P(B, = 353

Let A be the event. that the ball drawn {rom the second box {afier a bali is
transferred from the first box to the second box) is black, then

3 4
P(AB) = ¢, PAB) = ¢

P(B,/A) = The probability that the ball transferred from the f{irst box is white
when the ball drawn from the second box is known (o be black.

1
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Statistical Analvsis P(B,}P(A/B,)

P@B,/A) = .
B/ P(B,) P(A/B,) + P(B,) P(A/B,)
2.3 2
NOTES 2. 3.1 4 2 4 5 2 5

+ =X = +
3 5 3 5 b 15
Example 2, The chance that doctor X will diagnose d;smse Y correctly is 60%
The chance that a patient will die by his treatment after corr @c! diagnosis is 0% uud
the chance of death by wrong divenosis is T0%. A patient of doctor A, who had disease

Y, died. What is the chance that his disease was correctly dmgr'wsod 2

Solution. Let B, be the event that the diagnosis is correct and B, be the event,
that the diagnosis is mconoct Let A be the event that the pauent dies. 'I"hen

60

P(Bl)‘ﬁ_'ot') PB)=1-PB)=1-06=04
40 .70

P(AfBl) = m =04, P(Af'BE) = E'(')— =0.7

P(B,/A) = Probability that a patient was correctly diagnosed, given that he

- had died.

P(B,) P(A/B,)
P(B,) P(A/B,) + P(B,) P(A/B,)

_ 06 %04 04
T 06%x04+04x07  024+028

*%%—04610 or 46.15%.
Example 3. The contents of urns 1, II and III are as follows :

I white, 2 black and 3 red balls,
2awehite, 1 black and 1 red bolls, and

of white, 5 black and 3 red bolls.
One urn is chosen at random and two balls draum. They happen. to be white and

red. What are the probability that they come from urns I, 1T aud Iz

Solution. Let B,, B, and B, denole the events that. the urn I, II and TII is
chosen. respectively and Iot Abe the evenl. that. the two balls taken from the selected

urn are white and red. Then

P(B,/A) =

1
PEB)=PB,) = P{B,) = 3 (v n=3urns, m=1
1x3 _ 1 2x1 1
P(AB,) = ., PAB)Y="==—=
1 602 2 402 3
4x3 2
and P(VB) = —5—=—
3 12C2 11
P(B./4) = P(B,) P(A/B;)
(5,73 = P(B,) P(A/B,) + P(B,) P(A/B,) + P(By) P(A/B,)
1 1
B 3°s _1 165 33
"I 1,11 1 2 5 18] 18
3757873 311
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P(B,) P(A/B,)

PN = BB, PATB,) + P(B,) P(A/B,) + P(By) P(A/By)
1.1
3°3 _1 165 _ 55
1.1 1 1,1 .2 3 118 118
375 3 3 11

P@B/A)=1-[P[B, A) + P(B,/A)]
1 (33 55] 88 _ 30
118 118 118 118°
Example 4. In a boli factory muachines X, Y, Z manufuacture respectively 25%,
35% and 40% of the total. Of their output 5, 4 and 2 percent are defective bolls. A boltis
drawn af random from the product and is found to be defective. What are the probabilities
that it was manufactired by machines X, Yand Z ¢
Solution. Let B,. B,, B, denote the events that a bolt sclected atl random ts
manufactured by the machines X, Y and Z respectively and let A denote the event of
its being defective. Then we have

25 _ 35 40
PB) = 100 - 0.25, PB,) = —~=0.35, P(B,) = 100 — 0.40

The probability of drawing a defective bolt. manuhclurod by machine X is

5
PAB,) = o = 0.05

4 2
100 =0.04, P(A/B,) = 100 = 0.02

P(B,/A) = The probability that a defective bolt selected at random
is manufactured by machine A

Similarly, PAB,) =

BB /) = P(B,) P(A/B,)
B3 = BB ) P(ATB,) + P(B,) P(A/B,) + P(B;) P(A/By)
_ 0.25x 0.05 125 _25
T 025x0.05+035x0.04+040%x002 345 69

P/ = P(B,) P(A/B,)
Y = P(B,) P(A/B,) + P(B,) P(A/B,) + P(B,) P(A/Bj)
0.35 x 0.04 _ 140 28

= 025x005+035%004+040x002 345 69
P(B,/A) = 1 — [P(B,/A) + P(B,/A)]
L (25+28] | 53 _16
69 69

EXERCISE 1.2

1. Adoclor has taken a vaccine from either storage unit P (which contains 30 current and
10 outdaied vaccines), or from unil. § (which contains 20 current and 20 cutdated
vaccines), or from unit R (which eontains 10 current and 30 cutdated vaccines), but he is
(wice as likely to have taken it from unit P as from unit Q and twice as likely 1o have
1aken it from unit @ as {rom unit R. I the vaccine sclected is outdated, what is the
probability that it came from unit P ?

Probability and
Expectation

NOTES
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A fuctory has two machines. The empirical evidence has established that muchines 1
and II produce 30% and 70% of the output respectively. Ii: has also been established that
5% and 1% of the output produced by these machines rebpe:':u»:,l\ was defective. A
defective item is drawn at random. What is the probability that the defective item was
produced by machine 117

A doctor has decided to prescribe two new drugs to 200 heart patients, as fallows : 50 get.
drug A, 50 get drug B and 100 get both. Drug A reduces the ;meﬁblht\ of a heart atrack
by 35%, drug B reduces the probabilily by 20% and the two drugq when taken together,
work independently. The 200 patients were chosen so that (m(,h has an 80% chance of
having a heart attack. If a randomly selected patlent has a heart attack. what is the
probability that the patient was given both drugs ?

In a class of 75 students, 15 were considered to be very intelligent. 45 as medium and
the rest below average. The probability that a very intelligent student fail in a viva-voce
examination is ¢.005, the medium student failing has a prohablhty (.05, and the
corresponding probability for a below average student is 0.15. [ a student is known to
have passed the viva-voce examination. what is the probability that he is below average?
QUppbae that there is a chance for a newly constructed flyov er[lo collapse whether the
design is {aulty or not. . The chance that the design is !'.111113 is 53%. The chance that the
ﬂv0\ er collapses it the design is faulty is 95%. otherwise it is d{l% A flyover collapsed.
What is the probability that it collapsed because of faulty design ?

Answers
0.3636 2.0318 3. 14176
.18 5 0.1428,




Probability Disirnbutions

2. PROBABILITY DISTRIBUTIONS NOTES

Binomial Distribution

Applications of Binomial Distribution

Recurrence Formula for the Binomial Distribution

Mean, Variance and Standard Deviation of Binomial Distribution
Poigson Distribution

Applications of Poisson Distribution !
t Recurrence Formula for the Poisson Distribution

Mean, Variance and standard Deviation of Poisson Distribution

Normal Distribution

Siandard Form of the Normal Distribution

Properties of the Normal Distribution “

Frequeney distributions can be elassified under two categories :
() Observed Frequency Distributions
(i) Theoretical or Expected Frequency Distributions

Observed frequency distributions are based on actual observations and
experimentation. If certain hypothesis is assumed, it is sometimes possible 10 derive
mathematically what the frequency distribution of certain universe should be. Such
distributions are called Theoretical Distributions, .

i Here, we will deal with two types of probability distributions :
| () Discrete Probability Distributions

i {5 Continucus Probability Distributions

Under the {irst (ype we will deal with

() Binomial Distribution

' (1) Poisson Distribution

Under the second {ype we will deal with Normal Distribution.

Diserete random variables represent.count data such as the number of defectives
in a sample of 1 items. Continucus random variables represent measured data such as
heights, distances, temperatures in a given interval, ete.

A diserete random variable assumes each of its values with a certain probability.
A table listing all possible values that discrete random variable can take along with
the associated probabilities is called a Discrete Probability Distribution.

Self-Instructional AMaterial 17
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2.1. BINOMIAL DISTRIBUTION

Binomial distribution was discovered by James Bernoulli in the vear 1700
Lew a random experiment be performed repeatedly and lei. the occurrence of an
event in any trial be called a success and its non-occurrence a-failure. Consider a
series of nindependent trials. Let a random variable X denote the number of successes
in these n trials. Let p be the probability of a suceess and ¢ = 1 —p that of a failure n
a single trial. Let p be constant {or each trial.
The probability of 7 successes in n trials in a specified order (say) SSSFFS ...
FFSF (where S represents success and F failure) is given by
P(SSSFFS ... FFSF) = P(8) P(S) P(S) P(F) P(FF) P(S) ... P(F) P(S) P(F)
= pppaqp ... qpq
p-PP..-D. Gqq...qq
= Y—_—
r factors {n - r)factors)
=p g
Bul r successes in 1 trials can occur in "C, ways and the probability for ¢ach of
these ways is p” ¢" 7. Hence, the probabilily of r successes in n trials is given by
PX=r="C, prg"-",wherep+qg=landr=0,1,2 .. n
The probability distribution of the number of suecesses so obtained is called the
Binomial probability distribution and X is called the Binomial Variate,
Note. (i} P(X = 1y is usually written as P(r).
() i and pin the binomial distribution are ealled the parameters of the distribution.
(iif) Each trial has only two possible outcomes called success and failure .
(it} There is a (inite number of trials say n,
(¥} All trials are identical, ie, p (and henee ¢) is eonstant. in each trial.
(ti) The trials are independent of cach other.

(i) If n independent trials ropeated N times then the expected frequency of r successes is

N, P(r.

2.2. APPLICATIONS OF BINOMIAL DISTRIBUTION

This distribution is mainly applied in problems concerning
(i) Number of defeclives in a sample from production line,
(i7) Estimation of reliability of sysiems.
(1if) Number of rounds fired from a gun hitting a target.
{rv) Radar detection.

2.3. RECURRENCE FORMULA FOR THE BINOMIAL
DISTRIBUTION

We have Py =»C prg"—"
and P+ 1="C ptlgh-0+D

Self-Instructional Material




n-r-1 Probabiliny Distribattions

‘ P(?"f‘l): ncr+1pr+1q
J P(r) nCr Pr qn—r
~ nl xr!(n—r)zxp”‘q”"'l
G+ n-r-n! n! pr gt NOTES
_rin-rin-r-n! P_n-rp
(r+Drlin—r-1 g r+l'g
. R—-r p
O(r =——. =P
or Por+ =777 (r),
* which is the required recurrence formula. Using this formula successively, we can
find P(1), P(2). ... if P(0} is known.

1 1.4. MEAN, VARIANCE AND STANDARD DEVIATION OF
i BINOMIAL DISTRIBUTION

For binomial distribution, we have P() ="C_p" "7
The mean (u) is given by

it

n

Mean (W) = Z r.Pir) = E r_"Cr pi" qn—r

r=0 r=0

0+1. uCl pl qn—l + 3 r:C2p2qn—2+ L+ F”Crprq““'r‘F
+..o+n "G oprgio

2n(n—-1) -
=upq""+T‘ 2q" 2+...+1r:,.,10”'

=pplgt-t+m-Dpg-2+. . +p"-l)

=np{g+p)"~l=ap (v ptg=1
Hence, the mean of the binomial distribution is np.
The variance (62) is given hy

Variance ©)= Y, PP -p’ =y lr+rtr-DIP()-p®
| r=0 r=0
| = E rP(r)+ 2 r(r - )Py -p?

r=0 r=0

n
=u+ E r{r-D"C, p"¢"" " T
r=0
=pu+[2. L"Cp2gn-2+3.2. 7Cypign-3+ L+ nn—-1). "C, p" -2

=“+[2n(n_1) 2 n-2+6n(n—1)(n—2)

51 Pq 31 psq""a+...+n,{ar1,—1)p”}—[u2

=u+nm—Dpilg- i+ (=2 pg"+ .+ ph Y —pl
=p+nm -1 ptlg+py-t-p?
=P+ n(n— 1) p? —p? (- pta=1
=up+nm-1)p2-n?p? (. wEnp
; =up I+ @m-Dp-np

ol =np(l —p)=npg
Hencc, the variance of the binomial distribution is npg.

-
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The standard deviation (o) is given by
Standard deviation (0) = \fnpg

Hence, the standard deviation of the binomial distribution is Jnpq .

g-p _1-2p

Note. () y, = = gives the measure of skewness of the binomial distribution.
Jyrpq  npq
1 . s n 1 . . " 1 ,
If p< = , skewness is positive, if p> 3 skewness is negative and if p= 9 skewness is
zero.
(i) p, =3+ — gives a measure of the kurtosis of the binomial distribution.

SOLVED EXAMPLES

Example 1. A dieis thrown G times, If getting an even number is a success, what
is the probability of :

(T} no suceess (D) exactly 5 successes
{iD) at least 5 successes (ie) al most 5 siuccesses.
Solution, Here, S ={1, 2, 3, 4, 5, G}. Let A denote ‘getting an even number’.
A=1{2 4, 6}
pond) 3 _1
n(s) 6 2

=1 =1 l = l =06
q_ -p=1 2—2,”-—)
We know that Py ="C . p"q"~"

1 71360 16
() P(no success) =Pr=0)= 500 [E] (E = (E]
5 6-5 6§ g
(i) P(exactly 5 successes) = P(5) = 6¢, [%) (%] =6 x (%] -2
(iit) P(at least b successes) =P{rz5h)

= P(5 successes or 6 successes)
= P3) + P(6)

5 6-5 8 6-6
a3 (3] (3] 3
2 2 2 2
_3,1 _8+1_17
32 64 64 64
(ft) Pat most 5 successes) = P(r € 5)

1 63
=1-Pr>5)=1-Pr=6=1-—=-—,
(r>9) =6 64~ 64
Example 2. The items produced by a company contains 5% defective items. What
is the probability of getting 2 defective ifems in a sample of 10 items ?

5 1
=— . u=10,r=2

Solution. Here, =700 " 20
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I
T=1TPT 790 T 20

We know that P(r = nCr prgrT
P(2 defective items) = P(r = 2)
_ 105 (LT (E]“"z _10x9 (19° _45x(19°
- 220 20 ) P~ @o® -

Example 3. A pair of dice thrown. 10 times. If getting a doublet (same number
on both) is considered a success, find the probability of

(i) no success (1) 3 successes.
Solution. A doublet can be obtained when a pair of dice is thrown in
A, 1, 2,2, (3.3, 4, 43, (5, 5), i.e., (6,6) 6ways.

The two dice can be thrown in 6% = 36 ways.

6 1
p =P(getting doublet) = %°-6

1 5
qg= I—p=l—g=g,n= 10

P(I) = "Cr pr qn—r

0 10~0 10 10
1 5 5 H
P CUCCeSS = :IDC — —— =1 (—J :(—)
(i) P(no success) P(O) 0 (6] [6] X 6 6
3 10-3 3 T
- 13(3) = loca l é = m_x?.x_sx(l] (é}
6 \6 3x2x1 \6) \6
120 [5}"' 5 (5]”
=——x|Z] ==x|[].
216 6 9 6

Example 4. Five cards are drawn successively with replacement from a well-
shuffled pack of 52 cards. What is the probability that

We know that

@) P(3 successes)

() none is spade
]
|
|

(i) ondy 3 cards ure spude ?

Probability Distributions

NOTES

; = Py ardy =2 21
Solution. p = P(spade card) = =2 =1
ciop=1-2=2 =5
qg=i—-p= m4_4=”'_
We know that P(ry="C,p q "
0 5-0 5
| - - o5 (AY(3Y 70 3\ _ 243
. (i) P(none is spade) = P(0) =°C, {Z] (4] =1x IX[Z} = Tood
: gt
| (1} P(enly 3 cards are spade) = P(3) = 5C, (-4-] (Z]

i 5x4 1 (3Y -
| =——X—X|[—
2x1 4 4
_10x9 _ 90 45
T 45 1024 5127
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Example §. If the probability of hitling a target is 10% and 14 shots are fired
independently. What is the probability that the target will be hit at least once ?

. 10 1
Sclution. Here, ’=300 " 10
=l-p=1 L . 10
g=1—np= —10-10’”__

We know that Pry="C prq"-"

P{iarget will be hit at least once)
=Pr21)=1-P@r<1)
=1-P@r=0

0 10-0 10
:1_1000(_.]:_J (_Q._J =1..1><1>-:(_9_]
10 10 10

=1-0.3487 = 1.6513.

Example 6. 4 policeman fires f bullets on a dacoit. The probability that the
dacoil will be killed by a buliet is 0.6, What is the probability that dacoit is still alive?

Solution. Here, p=06,g=1-p=1-06=04,n=1
We know that Piry="C p g"=’
P(dacoit ts still alive) = P(not killed)
= P(r=0) = 3C, (0.6)° (0.4)4-©
=1 x1x{0.4 =0.0256.

Example 7. Find the parameters of the binomial distribution for which meon
= S and varionee = 3.

Solution. We know that for a binomial distribution

Mean = np and variance = npg

Here., np=4 and npg=3
. hpg 3 _ 3
We have np 4 = =7

3 1
,U—-l—q—]~«4»4

1 .
n,><1=4 = n=16.
Example 8. Comment on the following statement, The mean of a binomial

distribution is 3 and standard deviation is \J5.

Solution. We know that mean = np and standard deviation = \/npg for a
binomial diseribution.

Here, np=3 and Jnpg =5 ornpg=>5
npqg 5 _5
Now, np =3 = q—§>1,

which is not possible, because probabilily cannoi exceed 1.

Example 9. Obiain the mean and varionee of a binomiol distribution for which
PX=3)=I6P(X=7)and n = 10.

Solution, P(X = 3)=10C, p3 ¢q10-3=10C, p3 ¢7
PX=T)=19C, p7 ¢'0-7T=10C_ p7 ¢*
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According ta the given condition Probability Distributions
10C3 })3 qu 16 = ch p'F q3

Pa=16xpl g (- 1°C, =120,
= g'=16p! NOTES
= qai=2pY = g= 2p
In a binomial distribution
1
prg=1 = p+2p=1 = p=3
(A
1 10
Mean = np =10 x 373
i \ ‘ 1.2 20
» Vs o= 10X —X— = — v
j ariance = npg = 10 3%3 9
. .1 .
Example 10. The probability of @ man hitting o target is -Z: How many Himes
must he fire so that the probability of his hilting the largel at least once is greater than.
Z,
3
Solution. Let the man hits the target n times.
1 1 3
IHere. r=y and q—l—p-1—4—z
P(hitting the target ai least once) = P(rz 1)
| =1-Pr<)=1-Pr=0)
| According to given condition
| 2
5 1-P(r= -
(r=0> 3
0 n-0
1 3 2
1-"Cyi=| [= > =
| ° (4] (4) 3
) 1
| 1-(0.75)" > —2 re, (0.75)"< 3
(0.75)" < 0.3333
Taking log on both sides, we have
n log (0.75) < log (0.3333)
n(—=0.1249 <-0.47712
n(0.1249) = 0.47712
047712 o .
n> m re, n>382 . §
n=4.

Example 11. Six dice are throwr 729 times. How many limes do you expect at
least three dice to show « five or six ¢

Solution. [Here, p = the probability of getting 5 or 6 with one die
_2_1
6 3
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1 2
=lwp=l—o—==— =06, N=729
q I 3 3
The expected number of times at teast three dice showing five or six

=N.Prz3)
=729 [P(r=3)+Plr=4)+ P(r=5)+ P{r = 6}

o G 3 ) s T T

- 3_6[16()+(i()+ 12 + 1] = 233,

Example 12. Oni of 800 families with 5 children each, how many families would
be expecled to hare
@) 3 boys i35 girls (it either 2 or 3 bovs ¢
Assume equad probabilities for boys and girls.
Solution, Here, n =5, N =800
p=P(ab0y)=%,q=P(a gith=1-p= —% :%
() The probability of having 3 bovs out. of 5 children = P(r = 3)

3 5-3 5
=5¢, [1} (1) - 10 x[l}
2} \2 2
10
33 " 0.3125
The expecied number of families = N . P(r=3) = 800 x 0.3125 = 250

(é) The probability of having 5 girls out of 5 children = P(r = 0))

_ 5
=5 10150_ (1] _...];._ 31950
= 00(2} (2] =1x1x 9 = 39 = 0.0-3].»0

The expected number of families
=N.P{=0)=800 x0.03125 = 25.

(iif) The probability of having 2 or 3 boys out. of 5 children =P(F=2 or r
=Pr=2+P@F=3)

2 5-2 3 -3
=of3) 5] +of3) (3)
) ('2(2 2) T lz) 2

5 5
=10x(1] +10x[l]
2 2

5
= 20><[1] =2 062
2 32
The expected number of families =N. P(r=2 or r=3)
=800 % (.625 = 500.
Example 13. In sampling a large number of parts manufactured by a machine,

the mean number of defectives in a sample of 20 is 2. Out of 2000 such samples, how
many would be expecied fo contain al least 3 defective parts.

1

3)

Solution, Here, 4 = mean no. of defectives = 2
= np=2.n=20
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2 1 Probability and
p- 20 = 10 =0.1 Expectation
g=1-p=1=0.1=09 N=2000
The probability of having at least. 3 defectives in a sample of 20 parts = P(r 2 3)
=1=-P@r<3
=1—[Pr=0)+P@=1)+P@r=2)]
=1- E_zUCO(O‘ NP (0.920-0+ 2UC1({}, D (0.9~ + 2002(0. D2 (0.9)%-2]
=1—[0.1216+ 0.2702 + 0.2852] = 1 - 0.677 = (.323
The expecied number of samples =N . P(r = 3)
= 2000 x 0.323 = 646.
Example 14. Find the binomial distribution whose mean is 5 and variance is

NOTES

10
3 )
Solution. We know thalt mean = np and variance = npg
10
So np=5 and npg= 3
N npg  10/3 . 2
W - = =
aw, np 5 q 3
 p=log=l-2=X Butap=5 =15
p=l-g=l-g=g Butnp=s = n=1

Hence, hinomial distribution is

r 215—r
ro=c,(3) (3]
0="C13) 3

Example 15. Four coins are tossed 160 times. The number of times r heads
occur is given below.

B 0 1 2 3 1

No. of times 8 34 69 43 6

Fit a binomial distribution to this dala on the hypothesis that coins are unbiased.

Solution. The coins are unbiased so the probability of getting head is =

1 1 E
S 1 -, _1_1
So p—2.q—l—p—1 5= 73
Here, n=4 N=160
f(r) = expected frequency =N . P(»)
0 4-0 4
1 1 1 1
¥ :40 = — = 1 [—]z—
PO “(2] (2] Ax1x13) 7 16
Using recurrence relation, we have
R-r p
Pir+ D= .= P(r) (- p=gandn=4)
r+l1 g
4-0 1 1
L [ p— = =4 X —=—
(D 0+1P(0) 4 x P(0) X16 2
4-1 3 3 1 3
P2)=—— =—xP(l T=X ==
@ =7 PP =5 x PO 277 "8
4 -2 2 2 3 1
Py = ——P2) = —xP(2 S M- = —
3 271 (2) 3x (2) 3 %3 n
4-3 1 1 1 1
gy = 279 ==xP@ =—x= =—
P{4) 3+1P(3) 4>< &) 4><4 6
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10.

11.

12,

13,

Self-Instructional Marerial

r Py . NP
1 1 _

0 T 160 x 7= =10

I 1 160 % = = 40
4 4

2 3 160 % 2 = 60
8 8
1 1

3 1 160 x = = 40
1 1

4 ET §60 % T =10

EXERCISE 2.1

A pair of dice thrown 6 times. [f getling a total of 9 is considered a success. What is the
probability of at least 5 successes.
A die is thrown 6 times. 1 getting an odd number is a suceess. Find the probability of
(I} no success (ih) b successes

(1§} at least 5 successes (iv) at, most. 5 successes.
A coin is tossed 5 times. What is the probability of getting at least 3 heads ?
Find the probability distribution of the number of heads observed when a coin is tossed
3 times.
[f on an average one ship in every Len is wrecked, find the probability that out. of 5 ships
expected to arrive, 4 at least will arrive salely.
A pair of dice is thrown 4 times. What is the probability of getting doublets at least
twice?
“The mean and variance of a binomial distribution are respectively 6 and 9°. Is this
statement correct, ?
A student is given a true-false examination with 8 questions, If he gets 6 or more correct
answers, he passes the examination. Given that he guesses the answer to each question,
{ind vhe probability that he passes the examination.
in a box containing 60 bulbs, 6 are defective. What is the probability that out of a sample

of 5 bulbs
() none is defective (if) exactly 2 are defective ?

The sum of mean and variance of a binomial- distribution is 15 and the sum of their
squares is 117. Determine the distribution.

Out. of 2000 families with 4 children each, how many would you expect to have

{i) at loast one hoy (D 2 boys
(i) 1 or 2 girls (i) no girls ?

Assume equal probabilities for boys and girls.

In a sampling alarge number of parts manufuciured by a machine, the mean number of
defectives in a sample of 201s 2. Qut of 1000 such samples, how many would be expected
to contain at least 3 defective.

Assuming thal 20% of the population of a city are literate, so that the chance of an
1
individual being literate is 5 and assuming that 100 investigators each take 10

individuals to see whether they are literate. How many investigalions would you expest
to report 3 or less were literate ¢




Answers Probability and
Expectation
, 2 2 3 L 3 T 83
© % o @ 39 ) 5q @) 5q
1 NOTES
3. =
2
4. 0 1 2 3
118 REY: 3/8 118
s (2 6 12 7N 5 5L
" B\10 " 44 e * 256
5 r 27 -r
9 .. 129 a7 (1] [2)
.= 1 G = = ir=0.1,2, .., 27
9. (D (10] an 10000 10 rl3 3 r=0,1 27
11. (i) 1875 () 700 {fi) 1250 (i) 125
12. 323 13. 88 (approx.).

2.5. POISSON DISTRIBUTION

Poisson distribution is a discrete probability distribuiion. Poisson distribution
was discovered by the French mathematician, Simeon Denis Poisson in 1837,

In a random experiment, let p be the probability of the occurrence of an event
and let 7 trials be made in such a way that

() pisverysmall, te,p >0
G7) nis very large, Le, n— oo
@) np = X (say) is finite.
Then the probability of occurrence of this event r times is given by the Poisson
distribution as

A!"
v wherer=0,1.2,3, ..

Note. () P(X = r) is usually written as P(r).
(if) A is catied the parameter of the distribution.
(i1i) The sum of the probabilities P(R for r=0,1,2,3, ... is 1,
Since PO+ P +P@y+PR)+ ..
1 2

+...

2 43
— et oY = X -
—e [1+A+-i+3!+...]-e. L eh=1

(1) The events must be random and independent of each other.
(1) Events must be rare events.

(i) If n independent trials repeated N times then the expected frequency of r
successes is'N . P(r).
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2.6. APPLICATIONS OF POISSON DISTRIBUTION

This distribution is mainly applied in problems concerning

NOTES () The demand for a product.

(¢r) Typographical errors in a book.

(71} The occurrence of accidents in a factory over a period of time.

(iv) The pattern of arrival of customers at a check-out counter.

(1) Number of air accidents in some time.

(vi) Number of deaths in a area by rare disease.

(r#i) Number of fragments from a shell hitting a target.
(v1ii) Number of printing mistakes at each page of the book.

2.7. RECURRENCE FORMULA FOR THE POISSON

DISTRIBUTION
. , ‘L _li B Y xr-l-l
We have P(rny=e - and PG+ 1)=2¢ Y
/ kr+1
! e_l"'"—— r+1
Pir+1 _ {r+D! X x-':-!-- A <l A
P(r) Yy P+ X T r+DrtT T r D
r!

P+ 1) = (_F%-T)P(r)"

which is the required recurrence formula. Using this formula suceessively, we can
find P(1). P(2), ..., if P(0) iz known.

2.8. MEAN, VARIANCE AND STANDARD DEVIATION OF
POISSON DISTRIBUTION

For Poisson distribution, we have

lf'
-

P(ry=e 1
The mean () is given by

Mean (W) = Z r.P(r) = 2 r.e‘ll—

1
r=6 r=0 r

- A - At A2 A
— _1 . — l — — —
= e Eorr!_e [0+1.1!+2.2!+3.3!+...
r=

91

3
=g |:7\.+}\.2+A—+...]
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e

2 48
=e* l[1+k+x—+}“—+...] =¢rhe =1
2t 3!
Hence, the mean of the Poisson distribution is equal to the parameter A
The variance (62) is given by
Variance (6% = 2 r2P(r) -u = E rfet=——p?
rel r=1{

A.l ).2 ls A.4
2 2 2 2 2
_e_1|:0+]_ F+2 _!+3 _!_+4 _1+ -l

2 3
=e'}‘.l[1+%+£+él—+...}—u2
1t 2! 3!

=e* |1

. 2 3
LD 1+DR (13X +...]—p2
1! 2! 31

3 3 2 3
=e [1+-)-L—+2L—+k—+...]+[l+£7f-—+§l—+---I|—l-l2
1t 21 3! 11 21 3!

A AN 2
e +l[1+-1-?+a+... 1]

=g hpl+rer| —A2=g PRt (L+A)=A2=A(1+R)—-A2=A

Hence, the variance of the Poisson distribution is also A.

l
[+~
1
o
o

The standard deviation (o) is given by standard deviation (5) = /). .

Note. The mean and the variance of the Poisson distribution is same.

SOLVED EXAMPLES

Example 1. Using Poisson distribution, find the probability that the aces of
spades will be drawn from a pack of well-shuffled cards at least once in 104

conseculive frials. (Given €2 = 0.1353)
1
Solution, p=ggi = 104
1
A=np=104 % 52 =2
AR

We know that Pry=¢ oy

P(at least once) = P(rz 1} =1-P(r< 1)

il

5 2°
I-Pr=0O=1-e 2?)?

=1-¢2=1-0.1353 = 0.8647.
Example 2. Suppose a book of 585 pages contain 43 typographical mistakes. If
these mistakes are randontdy distributed throughout the book. What is the probabilify
that 10 pages, selected af random will be free of mistakes 2 (Given e %74 = 0.4795)

Probabiline and
Expectation

NOTES
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43

Solution. P=ggs = 0.0735, n=10
A=np=00735 x 10=0.735
, N
We know that. Py=e 1

0
Required probability =P(r=0)= ¢ 0'?3530""?63"'5')')—
=¢ 075 = 0.4795.

Example 3. A car hire firm has two cars, which it Iires oul day-by-day. The
number of demands for a cor on each day is distributed as a Potsson distribution with
meau. 1.5. Calculate the proportion of days on which neither car is used the proportion
of days on which some demand is refused. (Given e~ 1% = 0.2231)

Solution. The mean of the Poisson distribution is A.

A=15

. . 5 A
We know that Pr=e i
The proportion of davs on which neither car is used

= Probability of there being no demand for the car
~15(1.5)

0!
The proportion of days on which some demand is refused

=Pr=0)=e = 15 = (.2231

= Probability for the number of demands to be more than two
=Pr>=1-P(rg2)
=1 —[Pr=0)+Pr=1)+Pe=2)]

=]- }:e" 15 4 g718 Q.5) +e 1? —(1'5)2 :l
1! 21
=1—-{1+ 1.5+ 1125 ¢ 1®=1-3.625x0.2231 = (.1913.
Example 4. Find the probability that at most 5 defective componenis will be
found ina lot of 200, if experience shows that 2% of such components are defective. Also
find the probability of more than 5 defective components, (Given e = 0.018).

3 2 1 L1
Solution. lerc, P=T00 50" 200
. 1
A=np =200 x% % =4

. _ o A
We know thai P =e -

Probability thal at most 5 defective components will be {found = P(r < 5)
=PGr=0+Pe=1D)+Pr=2+Pr=3)+DP@r=4)+Pr=25)

0 1 2 3 4 5

— et (4) +ot (4) ret (4) 4o (4) et (4) vet (4)

0! 1! 2! 3! 4! 5!
= e'4[1+4 +E+E+35—6+——-1024]

2 6 24 120
=0.018 x 42.86=0.7715
Probability of more than 5 defective components = P(r = 5)
=1-Pr<hH)=1-0.7715=0.2285.
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Example 5. It is given that 2% of the electric bulbs manufactured by a company
are defective, Using Poisson distribution, find the probability that a sample of 200
bulbs will contain

(1) no defective bulb i1y 2 defeciive bulls
(if) atmost 3 defective bulbs  (iv) at least 3 defective bulbs. (Given ¢ = 0.0183).
: _ 2 _ 1 _.
Solution. [ere, p= 100~ 50° n =200
1
A=np=200><3—6=4
AN
We know that P(ry=e" 1
(i} Probability of no defective bulb = P(r = 0)
_ W
= e ol =g 1=0.0183
(it) Probability of 2 defective bulbs = P(r = 2)
_g (4)? .18 _
=e Tl 0.0183 x 5 = 0.1464

(iir) Probability of at most 3 defective bulbs = P(r s 3)
=Pr=0+PUr=D+Pr=2+P@r=3)

1 4 3
e_4_{_ﬂ.+ e_iﬁ.{.e_"iﬂ.
1! 2! 3!

:e—‘i+

= e‘*[“ 4+8 +%} =0.0183 x % = (.4331

(v} Probability of at least 3 defective bulbs = P(r 2 3) ‘
=1-Per<3)=1-[Pr=0)+P@e=1+Pr=2)]
=]—fet+4e i+ 8 =1—-e*x13=1-0.0183 % 13
=1-0.2379 = 0.7621,

Example 6. Assunie that the chance of an individual coal-miner being killed in

a mine accident during a year is Use Poisson distribution to caleulate the

1500°
probability that in a mine employing 375 minors, there will be at least one tolal accident
in a year. (Given e %2 =0.78).
1
Solution. Here. P=Teo0' "= 375
1 1 -
A=np=375% 1500~ 2 =0.25
. _ LA -
We know that Pir=e 1

Probability of at least one total accident.=T(rz 1)
=1-Pr<=1-P{r=0
’ _o25 (0.25)° ]
=1-e T =1 0% =1-078=0.22
Example 7. A manufecturer knows that the razor blades he makes contain on
the average 0.5% defectives. He packs them in packets of 5. What is the probability that
a packet picked at random contains 3 or more defective blades ? (Given e 0.025 = 0 9733),

Probability and
Expectation

NOTES
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0.5
Solution, Here, p=05%= 100 = 0.005,n=5

A=np=5x0.000 =0.025
N
We know that PG =e ’“F
Probahility of 3 or more defective blades = P(r 2 3)
=1-Pe<3)=1-[Pr=0)+P(r=1)+Pr=2)]

=1 —|g-0025 , 002 (0.025)* +¢-00%5 (0-025)2]
1! 2!

=1-¢ 002501 +0.025 + 0.0003125]

=1-0.9753 x 1.0263 = 1 - 0.999975 = 0.00002491,
Example 8. If the variunce of the Poisson distribution is 2, find probabilities for

r =1, 2, 3, 4 using recurrence relation of the Poisson distribution. Also find P(r = 4).
(Given e 2=10.1353).

Solution. Here, variance=2

S0 A=2
N
We know that P =e * 1
2@ _
PO =€ T =e2=01353

Wo know thal the recurrence relation is

P(r)

Perr1)= r+1

Now putting r=0, 1, 2, 3 in the recurrence relation. we have

P(1) = ilp(m = 2% 0.1353 = 0.2706

2
P(2) = %P(l) =3 x 0.2706 = 0.2706
A 2 _
P = 3 P(2) = 3 = 0.2706 = 0.1804
A 2
P{d) = ZP(S) = ry x (.1804 = 0.0902
and Pirzay=1-P@r<4

=1 —[Pr=0)+ P(r=1) + P(r = 2) + P(r = 3)]
1-[P@©) + P(1) + P(2) + P(3)]

1—(0.1353 + 0.2706 + 0.2706 + 0.1804)

= 1-0.8569 = 0.1431,

Example 9. A manufacturer who produces medicine botiles finds that 0.1% of
the bottles are defective. The bottles are packed in boxes confaining 500 bottles. & drug
manufacturer buys 1000 boxes from the producer of bottles. Using Poisson distribulion,
find how many boxes will contain

(i) no defective botile

@) at least tiwo defective bottles,

(Given o %% = (.6063)

0.1
Solution, Here, p=01%= 00 = 0.001. n =500

A=np=500x0.001=40.5 N=1000
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Number of boxes containing no defective bottle =N . P(r ={)) FProbabilitv and

© )0 Expectation
.5
_ -05
| =1000x e oI
= 1000 = 0.6065 = 606.5 = 6006 (approx.) NOTES
Number of boxes containing at least. two defective bottles =N . P(r 2 2)
=N.[1 P <2)]
=Nx{1-(P(r=0)+P(r=1)]

1
= 1000 x [1—[3—0.5 + o 05 (Of) H

= 1000  [1 — (0.6065 x 1.5)] = 1000 x [1— 0.90975]
. = 1000 x 0.09025 = 90.25 = 90 (approx.).

Example 10. After correciing 100 pages of « book, the proof-reader finds that
there are on the average, 4 errors per 10 pages. How many pages would one expect to
find with 0, 1 and 2 errors in. 1000 pages of the first print of the book ¢

(Given =% = 0.6703).

Solution. Here, A = average number of errors per page
4
=— =04, N=
10 04, 1000
) SR A
We know that P(rny=e vy
_04 (0.9)°

(#) Probability of no errors =P(r=0)=¢ = %4 =0.6703

0!

Number of pages containing no errors =N . P(r = 0)
= 1000 x 0.6703 =670.3 = 670 {approx.)
1) Probability of one exrror = P(r=1)

_0.4 (0.4)!
_p °-‘% = 0.6703 x 0.4 = 0.26812
Number of pages containing one error =N . P(r=1)

= 1000 % 0.26812 = 268.12 = 268 (approx.)

(ii0) Probability of two errors = P(r = 2)

04 (04)?
] _...1_

=0.6703 x 0.08 = 0.053624

Number of pages containing two errors = N . P(r=2)
= 1000 % 0.053624 = 33.624 = 54 (approx.).
Example 11. For a Poisson variate X, calculate P(X > 0), if it is given that

. AP(X = ) = 5P(X = 5).
Solution. Given  4P(X = 4) = 5P(X = 5)
4 5
: 4.8_11—25.6_11‘—
; 41 51
4 5
A g ¥
41 5x4!
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PX>0=Per>0=1-Pr<O)=1-PF=0)

NOTES 0!
Example 12. The frequency of accidenis per shift in a factory is shown in the
following data :

L ;.Llccfdeit.f; per shift F ?}‘iér&.y
(1 192
i1 10¢
2 24
3 3 ‘
1 1
Tolal 320

Caleulate the mean number of accidents per shift. Fit a Poisson distribution and
calculate theoretical freqnencies.

Solution. Mean number of accidents per shift

i 0+100+48+9+4 161 _
=—= = = (.5031
3 320 320
A=0.5031
Required Poisson distribution = N . ¢™* 7&_'
r.
r
= 320 x ¢~ 05031 x —-——(0'50‘;31)
ri
_ {(193.48)(0.5031)"
B ri
K 3§ Théoretical froquencics .
HERRRa ki
0 194.48 193
1 97.34 97
2 24.49 24
3 4.10 q
4 0.51 1
Example 13. A typist kept a record of mistakes per day during 300 working
davs :
5 pgg‘%&gyy ) i 2 3 {
Number,of; 143 80 44 1t g

Fit a Poisson distribudion for the above data and calculate theoretical frequencies.
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Solution. Here, A= mean = — Expecration

xf
_0+90+88+42+36 _ 256

={.853, N =300

300 ~ 300 NOTES
r r
POy = €058 (0.853)" _ (0.426) {0.853)
rt r!
0.853)°
P) = (0. 426)£——)— =0.426
0.853)}1
P(1) = (0. 426)u = (0.426 x 0.853 = 0.363
0. 853 2
P(2) = (0.426) ———— ( L =0.426 % 0.3638 = 0.155
0.853)°
P(3) = (0. 426)(—)— = 00,426 x 0.1034 = 0.044
0. 853 4 _ _
Pty = 0.426) 085 _ ) 406 x 0.0221 = 0,008
o N 1P(12W% I!g.‘ll*épretE(:rr..’...",.f';"é(ﬁzéizc.iés
0 1278 128
1 108.9 109
2 46.5 47
3 8.2 13
4 a7 3
|
EXERCISE 2.2

1. Suppose a book of 600 pages contain 40 printing mistakes. If these mistakes are randomly
distributed throughout the book. What is the probability that 18 pages, selected al
random. will be free of mistakes ? (Given ¢~ #87=0.5])

[

Suppose 300 misprints are distributed randomly throughout a book of 500 pages. Find
the probability that a given page contains (£) exactly 2 misprints (i) 2 or more misprints.

3.  Suppose 2 percent of Lhe items made by a factory are defective. Find the probabth\ that
there are 3 defective items in a sample of 100 items. {Given e~2=0.135)

4, If the probability that an individual suffers a bad reaction from a certain injection is
0.001, determine the probability that out of 2000 individuals

() exactly 3 (i) more than 2 individuals
(1if) none (ivy more than ! individual, will suffer a bad reaction.

5. An insurance company finds that 0.005% of the population dies from a certain kind of
; aceident each year. What is the probability that the company must pay off na more than
| 3 of 10.000 insured risks against such accident in a given year ? (Given e~ %%= (.6065)

6. A manufacturer of serews knows that 4% of his praduct. is defective. If he sells the serews
in boxes of 100 and guarantee that. not more ihan 5 serews will be defective. What is the
probability that a box will fail to meet the guaranteed quality ?

7. A manufacturer knows that the condensers he mukes contain on the average 1% of the
defectives..He packs them in boxes of 100. What is the probability that a bex picked at.
random will contain 4 or more defective condensers ?
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14.
11.
12,

13.

14,

15.

16.

17.
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Assume Lhat the probability of an individual coal-miner being killed in a mine accident

1
during a year is 2400 Use Polsson distribution to calculate the probability that in a

mine employing 200 miners, there will be at least one fatal accident in a year.

An insurance company found that only 0.01% of the population is invelved in a certain
type of accident each year. If jus 1000 policy holders were randomly selected from the
population. then what is the probability that pot more than two of its clients are involved
in such an accident next year ? (Given ¢~ %1 = 0,9048)

If Xis a Poisson variate such that P(N=2)=9P(X=4)+ 90 P(X =6). find the mean of X,
If X is a Pois=on variate such that P(X =1) = 0.01487 : P(X = 2) = 0.04461, find P(X = 3).
If X is a Poisson variate such that P(X = 1) = P(X =2) ; find
{f) mean of the distribution (i) PX =0) iy PN =4
(Given ¢ *=0.1358)

The number of accidents in a year involving taxi drivers in a city follows a Poisson
distribution with mean equal to 3. Out of 1000 taxi drivers, find approximately the
number of drivers with

(i} no aceident in a year (it) more than 3 accident in a year.

In a certain factory inrning out razor blades, there is small chance for any blade 10

1
500
be defective. The blades are supplied in packets of 10. Using Poissen’s distribution,
caleulate the approximate number of packets containing

{I) no defeciive
{it) one defective and
(ith) two defective blades respectively in a consignment. of 10,000 packets.
T
{Given ¢~ %02 = 0.9802)

The distribulion of typing mistakes commitied by a typist. is given below :

142 156 68 27

(o}
—

Assuming Poisson model, find out the expected frequencies.
Accidents per day were recorded in a certain city for a period of 408 days, as follows :

0 1 2 3 4 5
213 128 37 i8 3 1

Assuming Poisson model, find cut the expected frequencies.
The first proof of 200 pages of a book containing 560 pages revealed the following
distribution of the number of printing errors :

0 1 3 3 4 5
12 63 30 A 1 i

Fit a Poisson distribution corresponding to these data.

Answers
0.51 2. () 0.1 (i) 0.122
0.18
{0 0.18 {il) 0.325 (Zii) 0,135 (iv) 0.59




5. 0.3235
7. 0.019
10. 1
12, ()2
18. (1) 50

14. (D) 9802
15. 147,147, 74, 25, 6, 1 pages

6. 1—e"* 5+;—i+;—i+i—i+§
8.0.08
11. 0.08%22
(fi) 0.1353
(i} 353
{ify 196
16. 202. 138, 47, 11,2, 0

9. 0.9998

(iiy 0.0802

(iif) 2

Probability and
Expeciation

NOTES

17. 109,66,20,4. 1,0

2.9. NORMAL DISTRIBUTION

The normal distribuiion was discovered by French mathematician De-Moivre
. in 1733, It was derived from the binomial distribution in the limiting case. The normal
| distribution is a continuous distribution,

A random variable X is said to have a normal disiribution with mean u and
standard deviation ¢ if its probability density function is given by

1fx—p
1 _E(U
)= ——¢
f(=) oJon
l where e=27183 and .2r = 2.5066.

The normal distribution with mean
u and variance ¢? is denoted by N(u, 6%).

]2
;—ooCx{oc_-—ooép{c:o,G'}O,

The graph of normal distribution is
H called the normal curve. It is bell-shaped and
symmetrical about mean . The two tails of
the curve extend to + e and — e towards the
positive and negative directions of the r-axis
respectively and gradually approach the
x-axis without ever meeting it.

—L  ¥=7 x=b x=p +x

For a normally distributed random variable ¥ with mean p and variance o the
probabilily that x lies between @ and b is given by

P(a < x < b) = area under the normal curve f(x) between !

r=a and x=0b

2.10. PROPERTIES OF THE NORMAL DISTRIBUTION

The normal probability curve with mean u and standard deviation ¢ is given by
the equation

1
f(l)_dm
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and has the following properties :

@ fx)=0
+ o
o) J f(x)dx =11.e., the total area under the normal curve above the y-axis is 1.

(1z1) The normal curve is bell-shaped and symmelrical about the line x =, i.e.,
mean. _
(ir) It is a unimodal disiribution i.e., mean = median = mode.
(¥) The height of the normal curve is maximum at the mean value. The maximum
1
ov2n
@) Plu—o<x<pu+o)=68%
Plu-20<x<u+20)=55.5%
P(u -3 <y <p+ 30) =99.7%.

ordinate at x = | is given by y =

2.11. STANDARD FORM OF THE NORMAL DISTRIBUTION

A random variable Z which has a normal distribuiion with u=0 and 6 = 1 is
saud to have a standard distribution. The probability density function for the normal
distribution in standard form is given by

1
7)=—=—¢e""
= x
X — . . . .
where 7 = —G—u ; Z1s called the standardized normal random variable and is denoted

by N(@©, 1),
P{a < Z < b) = area under the standard normal curve beiween Z=a and Z= b,

Note. The probabilities P(z, €Z<2)), P(z, < Z £ z,). Pz, =Z<z,)and P(z; <7<z, are all
regarded to be the same.

SOLVED EXAMPLES

Example 1. The marks oblained by « group of students who appeared for a test
were normally distribuded with mean 80 and standard deviation 6. Find the standard
scores for the student who scored

@ 98 marks ° (1) 58 marks (iif) 50 marks.

Solution. Suppose x is normally distributed with mean (u) = 80 and standard
deviation (¢) = 6.

We know that

) x
Standard normal variate 7 =

[4)
98-80 1
M When =98, Z=-——= “{;§ _ 3
56-80 - 22
(21) When x =38, Z= 5 — — = _387
(i) When x = 50, 7= 20 - 80 _ __‘630 __s
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Example 2. Find the area under the slandard normal.curve in each of the

following :
B PO<Z<1.4)
i) P(0.65< Z < 2.35}

@O P0<Z<1.4)=104192

Probability and
Expectation

(f) P(- 1.67< Z < 0)
(1) P(-3< 7 < 1.6).
Solution. Using the table of the area of standard normal curve, we have

NOTES

z=-1.67

(Y P=167T<Z<0) =PO<Z<1.67) =04525
(by symmetry)
(i) P(0.65 < 7 < 2.35) = P(0<Z < 2.35)
—P(O<7<0.65)
= 0,4906 — 0.2422
= (0.2484.

Z=

N

(ii)

() P(=3<Z<16)=P=3<Z=<0)
+P<Z <1.6)
=PO0<Z<PH+PO<LZ<1.0)
(by symmetry)
= 0.4987 + 0.4452
= 0.9439.

z=0z=0656 z=235

A

Example 3. Students of a class were given an aptitude test. Their marks were
found to be normally distributed with mean 60 and standard deviation 5. What

percentage of students scored more than 60 marks ¢

Solution. Here, u=60,0=>5 x=60

60-60
5
Pax=>60=PZ=>0)

= P(O '\C‘Z < oo)
=0.5=50%.

0

qf‘w—%
i
=0 z=186

z

=0 Z=+m
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Example 4. 4 sample of 100 dry battery cells tested to find the lengih of life

produced the followng results :
R =12hours, 6 =3 hours

Assuming data to be normally distributed, what percentage of battery cells are
expected to have life

(i) more than 15 hours

(it} between 10 and 14 hourg ?

Solution. Here, x denoles the length of life of dry battery cells.

xr—u =x-12

(i) less than 6 hours

We know that Z=

G 3
. - _15-12 3
@) When =15 Z= "3
Pa>10)=PZ=>1
=PO<Z<w)—P(<Z<1)

=0.5-0.3413
=(.1587 = 15.87%.
0 z=1
6-12 -8
@iy When x =6, Z=T=—3—:_2
Plx<) =P(F <-2)
=PF=>2)

=P0<Z<e)—P{0<¥ <)
=05-04772
=0.0228 = 2.28%

(i) When x = 10,

J
4

L, 10-12 -2 -
= 3 =3 — .67
. la - 2
When y= 14, Z = 3 12 =§ =0.67

z==-2 z=0 z=2
P(l0<x<14) =P 067T<Z<0.67)
=P-067T<Z<0)+P0<Z <0867

=P0<Z <0867 +PO<Z<0.67

=9P(0 < Z < 0.67) /
= 2 x 0.2486 = 0.4972 E

= 49.72%. z2=-067 z=0 z=0.67

Example 5. A normal distribution is given with mean 50 and stondard deviation.
8. Find the probability that x assumes a value between 38 and 72,

Solution. Here, p=>50,6=8
x— x— 50
1= é%
When 1= 38, 2 = 20 ; 50 % =—15 N
When v =72, 7 = 72;50 = % =275

P38 <a<72) =P(~ 1.5 < Z < 2.75) —
=P 10<Z<0)+PO0<Z <270
=P(0<7Z<15)+Pl<Z<275)
= ().4332 + 0.4970 = 0.9302.

z2=275
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Example 6. I a sample of 1000 cases, the mean of a certain test is 14 and Probubilify and
standard deviation is 2.5. Asstming the distribution to be normal, find : Expectation

() how many studenls score between. 12 and 157

(i1) how many scores above 18 2

NOTES
(ii7) how many scores below 87
@v) how many scores 16 ¢
Solution. Here, N= 1000, u=14 and o=25
_x-p_x-14 é
Y
{f) When x =12, :":_
12-14 -2 £
T T
When 1= 15,
15-14 1
7 = =— =04 _ :
_ 25 25 z=-08 z=0 z=04
P(12<x<18)=P(-08<Z <04
=P(-08<Z<0)+PO<Z <04 .

=PO<7Z<08+P(0<Z <04
={.2881 + (.1554 = 0.4435

Number of students scoring between 12 and 15 = 1000 x 0.4435
= 443.5 = 444 (approx.)

18-14 4
1) When x = 18, 7= =— = 1.6

2.5 25
Px=> 18)=PZ> 106
=P(<Z <oo)
—-Pl<Z<1.6)
=0.5-0.4452
= 0.0548

Number of students scoring above 18
= 1000 x (1.0548

=54.8 = 55 (approx.)

, 8-14 -6 _
({77 When x = 8. 4 = 25 - 2.5_~g‘4

P(x < 8) = P(Z < — 2.4)

Z=
=PZ>24) /

=P0<Z <) —P0<Z<24)
=0.5 (4918
= (.0082
Number of students scoring below 8
= 1000 x 0.0082
= 8.2 = 8 (approx.)
(1) Area between x = 15.5 and x = 16.5
1565 -14 15
25 25

zZ=-24 z=0

When =185, 7 = 0.6
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. .. _165-14 25 _
When x=16.5,7Z= 5 "985 "

P(16.5<x <165 =P06<Z <)
=PO<Z<)-PO<Z<0.6)
= 0.3413 - 0.2257
=0.1156 ' \
Number of students scoring 16 :
z=0 z=06z=1
= 1000 % 0.1156
= 115.6 = 116 (approx.).

Example 7. The life of army shoes is normally distributed with mean 8 months
and standard deviation 2 months. If 5000 pairs are, issued, how many pairs would be
expected to need replacement after 12 months ¢

Solution. Here, u =8, =2, N = 5000

- 12-8 4
'Z:x—“:—-—:—:2

c 2 2
P> 12y=PZ>2)
=P0<Z <) —PO<Z <)
=05-04772
= (.0228 z=0 2=2
Number of pairs whose life is more than 12 months
= 5000 = 0.0228 =114
Replacement after 12 monihs = 5000 — 114 = 4886 Pairs.

Example 8. Assuming that the diamelers of 1000 brass plugs taken consecutively
from o machine form a normal distribution with mean 0.7515 inches and standard
devialion 0.0020 inches. How many of the plugs are likely to be rejected if the diameter
is to be 0.752 % 0.004 inches ?

Solution. Here, N = 1000, u =0.7515, ¢ = 0.0020
Least diameter of non-defective plug
=0.752 ~ 0.004 = 0.748 inches
Greatest. diameier of non-defective plug . é
= 0.752 + 0.004

={0.756 inches %

748 - 0.7515
When x=0.748, Z = 0748 -0

0.0020 k
0.0035
= - 175

T 0.0020
2==-175 z=0 Z=2.25

0.756 - 0.7515 0.0045
V = = = =3 _" 5
When x=(0.756, Z 0.0020 0.0020 2.25

P0.748<x50.756) = P(~ 1.75 < 7 < 2.25)
=P 1LT0<Z<)+PO<Z <225
=PO<Z1.7T)+ P07 <225
=0.4599 + 0.4878 = 0.9477
Number of plugs to be accepied = 1000 x 0.9477 = 947.7 = 948 (approx.)
Number of plugs likely to be rejected = 1000 — 948,= 52,
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Example 9. A manufacturer knows from experience that the resistance of resislors Probubility and
he produces is normal with mean 100 ohms and standard deviation 2 ohms. What Expectation
percentage of resistors will have resistance betiween 98 ohms and 102 ohms 4

Sclution. HHere, w=100,c6=2
x-u  x—-100 NOTES
7= =
g 2
. _ ., 98-100 2
When = 98, == = 2r—l
- 2
When a = 102, Z=&21ﬂ=5=1
POB<x<10D=P-1<Z2<1)=P(- z2=—1 2z2=0 z=1

1<Z<0)+PO<Z<)
=PO<sZ<N+PO<Z<H)=2P0<Z=<1)
=2x0.3413 =(.6826
Resistors having resistance between 98 ohms and 102 ohms = 68.26%.

Example 10. In a normal distribution, 31% of the items are under 45 ond 8%
are over 64. Find the mean and standard deviation of the distribution.

Sol. Let p be the mean and o be the standard deviation.
45—
a

When x = 64, Ly = 64; =
Areabetween 0and Z, =0.50-0.31 = 0.1
From the table, when area is (119,

~ Z,=-0496 (Z, <0)
Area between 0 and Z,=0.5-0.08=0.42
From the table, when area is (.42,

7o = 1.405

When x = 45, Z, =

| We have

84 —
—-0.496 = and 1.405=

45—
4]

Now on solving for u and g, we have
p=>50 and o=10.
Example 11. Fit ¢ normal curve to the follouwing doia :

Solution. First find the mean u and standard deviation ¢ as follows -
Let assumed mean A = 14
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Statistical Analysis _'Lengt'h:(;f- line (in, ;m) 1 Frequeiicy d=x-A fd. ) fd?
X T f =x-14
1 - 10 - 10 100
NOTES 6 7 -8 - 56 148
8 15 -6 —90 54(
10 29 - — 88 352
12 35 -2 -~ 70 140
14 (A) 43 0 0 )
16 38 2 7% 159
18 20 80 320
20 13 G 78 468
22 5 8 40 - 320
24 1 0 10 100
Total Ef =200 ¥fd =-30 Tfd? = 2940
Mean (U} = A+ % = {4+ (;gg) =14-0.15=13.85

Self-Instructional Material

Standard deviation

_ |2 (Y J20a0 (ﬂ]
@=y3 3} TV 200 200

= J14.7-00225 = /146775 = 3.83
Hence, the equation of the normal eurve is given by

_{x-1385¢
29.355

] -4z 1
S — A | -
1 G210 ¢ (3.83)V2n ¢

EXERCISE 2.3

On a final examination in Statistics. the mean was 72, and the standard deviation was
15. Determine the standard scores of students receiving grades :

() 60 (t) 93 (1)) 72,
Find the area under the normal curve in each of the cases :
HZ=0andZ=12 ~ (i) Z==068andZ=0

(i Z=-04d6and Z=221
() Tothe left of 2=-06
Find the value of Z in each of the cases
(i) area between 0 and 7 is 0.3770 (i) area 1o the left of 7 is 0.8621
[f X is a normal variate with mean 12 and standard deviation 4, then find
() P(X z 20) ) PX =20
The scores of candidates in a certain test are normally distributed with mean 500 and
standard deviation 100. What percentage of candidaies receives the scores between 350
and 5350 7
Assume the mean height of soldiers to be 68.22 inches with a variance of 10.8 inches

square. How many soldiers in a regiment of 10,000 would you expset to be over 6 feet
all?

In a sample of 1000 items, the mean weight and standard deviation are 45 kgs and
15 kgs respectively. Assuming the distribution to be normal, find the number of items
weighing beiween 40 kgs and 60 kgs.

() Z=081 andZ =194
(1) Right of Z =—1.28,




standard deviation of 10 kgs. Assuming normal distribution, how many units are expected Expeciation
{ to weight less than 142 kgs ? '
9. The mean of a normal distribution is 50 and 5% of the values are greater than 60. Find
the standard devialion of the distribution. NOTES

10. The time taken to complete a particular type of job is distributed approximately normal
wilh a mean of 1.8 hours and a standard deviation 0.1 hour. If ‘Normal time work’ finishes
af. 6.00 p.m. and a job is started at 4,00 p.n. then, what is the probability that the job
will nerd overtime payments ?

11. The marks of the students in 2 class are normally distributed with mean 70 and standard
deviation 5. If the instructor decides to give ‘A’ grade to the top 15% students of the
class, how many marks a student must get. to be able to get ‘A’ grade ?

12. ¥ind the values of mean and standard deviation from the following data relating to a
normal distribution ?

10% of the items are under 40
95% of the items are under 75.

13. In asample of 240 workers in a factory. the mean and standard deviation of wages were
7 113.50 and T 30.30 respectively. Find the percentage of workers getting wages between
790 and T 170 in the whole factory assuming that the wages are normally distributed.

14. In a distribution exactly normal, 7% of the items are under 35 and 89% are under 3.
What are the mean and standard deviation of the distribution ?

15, Fit a norma!l curve to the following data :

o i 2 3 4 5

i 14 19 8 5 1

Answers
. W—-08 @n 1.4 (i) 0
2. (1 0.3849 (i) 0.2518 (i) 0.6637 (iv) 0.1828
(1h 0.2743 (vry 0.8997 3. ()z=+1.16 (iD Z=1.09

. (D) 0.0228 (i) 0.9772 5. 62.47% 6. 1251

7. 471 approx. 8. 1770 9, 6.1 16, 0.0228
11. 75.18 12. 55.52, 11 97 18. 75% 14. 50.3, 10.33

_(x-198

592

8. A workshop produces 2000 units per day. The average weight of units is 130 kgs with a FProbability and
15. fin= —1— e
T p4042n
|
|
|
|
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3. STATISTICAL DECISION THEORY

STRUCTURE

Introduction
Elements of a Decision Problem
Types of Decision Making Environment

Decision Making Under Uncertainty

Decision Making Under Risk

Decision Tree

3.1. INTRODUCTION

Deciston analysis involves the use of a rational process for selecting the best. of
several alternatives. The goodness of a selected alternative depends on the quality of
the data used in describing the deeision situation. A decision making process falls into
one of the three categories : decision making under certainty, decision making under
unceriamfy and decision making under risk.

Nowadays, management students, businessman, engineers, persons from
indusiries and government, elc. are giving mueh emphasis over decision making under
conditions of uncertainty as mostly situations involves making choices under
uncertainty. The study of making decisions to choose the best among a number of
alternative courses of action is known as decision theory or statistical decision theory.

3.2. ELEMENTS OF A DECISION PROBLEM

There arc certain essential elements which are commen to all decision making
calegorios

1. The decision maker. The decision maker is charged with the responsibility
for making the decisions. The decision maker can be an individual, a group of
individuals, any company, an mdustrial body, etc.
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2. Acts. The acts are the alternative courses of action or strategies that are
available to decision maker.

3. Events. The events also known as state of nature. The events identify the
oceurrences which are not under the control of decision maker and which determines
the level of success for a given act.

4. Pay-off. Each combination of a course of action and an event is associated
with a pay-off. It is a quantitative measure of the value to the decision maker of the
outcomes. It measures the net benefit to the decision maker from a given combination
of course of action and an event. The pay-off usually represents the net inonetary gam
(profit), but some other measures can also be used, as cost-is negative profit.

5. Pay-off table. Suppose the problem under consideration has m possible events
(state of nature) denoted by E, E,. ... E and n alternative acts (strategies) denoted
by A, A,, ..., A, Then the pay- U{f Lorrebpondmg to strategy A; of the decision maker
under the &,tdte oi nature E; will be denoted by p,, ¢ = L, 2, ..,m =12 ...,

The totality of mu pay-offs arranged in a tabular form 1% known as pay-oiftable,

Ervents Pay-off (T)
{Siates of nature) courses of actions/acts/strategies
A4, 4, A,
By P Pyg e Pin
Ey P Pop e Pon
En Pmi1 Pm2 Pmn

6. Regret or opporiunity loss table. An opportunity loss has been defined to
be the difference between the highest possible profit for a state of nature and the
aciual profit obtained for a particular action taken, i.e. an opportunity loss 1s the loss
incurred due o {ailure of not adopting the best. possible action. For a given state of
nature, the apportunity loss of a course of action is the difference between the pay- -off
of that course of action and the pay-off for the best course of action that could have
been selected.

Evenis Opportunity loss (T)
4 (States of courses of acfions/acls/strafegies
natiure) A, A, A,
E, M, —-py; M-p, M, -p,,
E_2 M2?p21 Mgfpgg """ M2 __p2n
\ : : : :
Em Mm - Pm Mm = Pm2 Mm - Pmn

where M, M,, ..., M, arc the maximum of these quantitics respectively.

Staristical Decision
Theory

NOTES
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3.3. TYPES OF DECISION MAKING ENVIRONMENT

There are ithree categories of decision making environment.

I. Decision making under certainty. In this environmenti the decision maker
knows with certainty the consequence of every alternative or decision choice, There
will be only one outcome for cach alternative. Examples of such decision problems are
lincar programming. dynamic programming, transportation, assignment, integer
programming, ete.

2. Decision making under uncertainty. In this environment, the decision
maker cannot assess the outcome probability with confidence. In otherwords, if the
information about the gutgomes is incomplete and the available information eannot be
described in terms of probability densily. Decigions under uncertainty refer to situations
where more than one outcome can result from any single decision.

3. Decision making under risk. In this environment the pay-offs associated
with each decision alternative are usually described by probability distributions. For
this reason, decision making under risk is usually based on the expected monetary
value criterion or expected opportunity loss of the expected pav-off.

3.4. DECISION MAKING UNDER UNCERTAINTY

Different rules for making a decision under such environment are as follows :

1. Maximax or Minimin Criterion (Criterion of Optimism). This criterion
is based upon ‘extreme oplimism’. The basic steps of this criterion are as {ollows

(1) Determine the maximum possible pay-off for each alternarive.

(ir) Choose that alternative which corresponds to the maximum of the above
maximum pay-offs,

In decision problems dealing with cosis, the minimum for cach alternative is
determined and then the alternative which minimizes ihe above minimum cost is
selecied,

2, Maximin or Minimax Criterion (Criterion of Pessimism). This criterion
is based upon the ‘conservative approach’ to assume that the worst possible is going to
happen. The basic steps of this criterion are as follows :

(i) Determine {he minimum possible pay-off for cach alternative.

@1y Choose that alternative which corresponds (o the maximum of the above
minimum pav-offs,

In decision problems dealing with costs, the maximum for each alternative is
determined and then the alternative which minimizes the above maximum cost is
selected.

3. Laplace Criterion (Equally Likely Decisions). The Laplace criterion uses
all the information by assigning equal probabiliiies to all events of each alternaiive,
as there is no information about probabilities of occurrence. The basic steps of (his
criterion are as follows :

1
{f) Assign equal probabilities (;} to cach pay-off of a sirategy (having n pay-offs).

(i) Determine the expected pay-off value for each alternative by multiplving
each pay-off by its probability and then adding.
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(#if) Choose that aliernative which correspoands to the maximum of the expected Statistical Decision

pay-offs, Theory

In decigion problems dealing with costs, select. that alternative which corresponds
1o the minimum of the expected payv-ofls.

4. Savage Criterion (Criterion of Regret). The savage criterion is based on NOTES
the concept of regret {or opportunity loss). This criterion also known as minimax regret
criterion, The basie steps of this eriterion are as follows :

(N Construct the regret table.

regrel (opporiuniy loss)

[ pay-off —max. pay-off; if the pay-offs represent profits
pay-off - min. pay-off’; if the pay-offs represent costs

(1) Determine the maximum regrel. for each alternative.
(#77) Choose the alternative with minimum regret out of these maximum regrets.
5. Hurwicz Criterion. The Hurwicz criterion is based on the coneept that the
decision makers are neither completely pessimistic nor completely optimistie, but are
a combination of the two extremes. Therefore, we should give attention to both. The
basic steps of this eriterion are as follows :
/) Chouse an appropriate degree of optimism (or pessimism) of the decision
maker, Let e (0 £ a < 1) be his degree of optimism (so 1 — o is his degree of pessimism).
(i) Determine the maximum as well as minimum pav-off for each alternative
and obtain the quantities IJ (decision index) as
DD = g.maxtmum pay-ofl + (1 — ) . minimum pay-off
for each alternative,
@i)Choose the maximum value of D when profits are given {(Choose the minimum
value of 1D when costis are given),

SOLVED EXAMPLES

Example 1. Given the following profit pay-off table :

Strategy States of nature
Pav-off (in T)
51 52 53 54
| Al 16 10 12 7
! A2 13 12 9 9
A3 i1 id I5 14

Which strategy should the decision maker choose on the basis of
(i) Maximin criterion (i) Maximox eriterion
(itr) Minimax regret criterion (iv) Laplace eriterion ?
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Solution.
() Maximin criterion :

Strategy States of noture Minimum for
S 52 53 84 each stratogy
Al 16 10 12 Ki T
A2 13 12 9 9
A3 11 ¥ 15 14 11 {Max.)

Using maximin criterion, maximum of these minimum is 11 corresponding (o
strategy A3. So A3 should be selected.

(/1) Maximax criterion :

Strategy States of nalure Minimum for
51 2 53 'S4 each stralegy
Al 16 10 12 7 16 (Max)
A2 13 12 b g 13
A3 11 14 | 5} 14 15

Using maximax criterion, maximum of these maximum is 16 corresponding to

sirategy Al. So Al should be selecied.

Self-Instructional Marterial

(i1f) Minimax regret criterion :

Regret table
Strategy States of naiure Maximunt
51 52 53 54 Regret
Al i6-16=10 1410 =4 15-12=3 14-7 =7 7
A2 1613 =3 14-12=2 15-9=6 14-9=5 6
A3 16-11 =5 1414 =10 15-156=0 1l4-14=0 5 {(Min )

Using minimax regret criterion, minimum of these maximum regrets is 5

corrgsponding to strategy A3. So A3 should be selected.

(i) Laplace criterion :

Here, p = 1/4

EMV (Sirategy A1)

EMYV (Strategy A2)

EMV (Strategy A3)

x16+lx
4

It

10+lx12+—1x7
4 4

(16 +10+12+ 7 = %5-— =1125

L T N S N Y

(13+12+9+9)=~?~=10.75

(11+ 14+ 15+ 14)=%= 135

Since the EMV is maximum for strategy A3. So A3 should be selected.




Example 2. The rescarch department of Hindustan Lever has recontmended lo Statistical Dectsion
the marketing department lo launch a shampoo of three different types. The markeling Theory
manager has to decide one of the types of shampoo to be launched under the following
esttmated puy-offs various levels of sales :

NOTES
Eslimuted levels of sules (unils)
Types of shampoo
15,000 10,000 5,000
Egg shampou 30 1 io
Clinic shampoo 40 15 5
Delux shampoo 55 20

What should be the marketing mandager decision using

(1) Maximin criterion (1) Minimax criterion
(ift) Moximax criterion. (fv) Laplace criterion

(i) Minimax regrel criterion. ?

Solution. () Maximin criterion :

»

Types of shampoo Estimaled levels of sales (unit) Minimum
15,000 16,000 5,600 of each decision

Egg 30 10 . 10 10 (Max.)

Clinic 40 15 5 5

Delux 55 20 3 3

Using maximin criterion, maximum of these minimum is 10 corresponding 1o
Egg shampoo. So Egg shampoo should be launched.

(/1) Minimax eriterion :

Types of shammpoo Estimaled levels of sale (unils) Maximum of each
15000 10,000 5,000 decision

Fgg 30 10 10 30 (Min)

Clinic 40 15 5 40

Delux 55 20 3 55 )

Using minimax criterion, minimum of these maximum is 30 corresponding to
Egg shampoo. So Egg shampoo should be launched.

(fity Maximax criterion :

Types of shampoo Estimaied levels of sale (units) Maximum of each
15,000 10,000 3,000 decision

Eug 30 10 10 30

Clinie 40 15 5] 40

Using maximax criterion, maximum of these maximum is 35 corresponding to
Detux shampoo. So Delux shampoo should be launched.

|
!
Delux 55 20 3 55 (Max.)
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. 1
('} Laplace eriterion : Here, p = 3

1
EMV (Egg shampoo) =—x30+ 1 x 1+ 1 x 10

3 - 3 3

1 _ 50 - N

=3 B0+ 10+ 1) = 3 = 16.67

- L. 1 _ 60
EMV (Clinic shampoo) = 3 A+ 15+ 3 = 3= 20
I 1 78
EMYVY (Delux shampoo) = 3 (b5 + 20+ 3) = 3 - 26

Since the EMV is maximum for Delux shampoo. So Delux shampoo should be
launched.

(1) Minimax regret eriterion :

Regret table
Types of shampaoo Estimaied levels of sale (uniis) Maximum regret
15,000 16,000 5,000
Egg 0h-30 =25 20-10 =30 16=-10=0 25
Clinie S5-40=15 20-1b=5H 10-5=5 15
Delux 55-65=10 20020=10 10-3=7 7 (Min.)

Using minimax regret criterion, minimum of these maximum regrets is 7
corresponding to Delux shampoo. So Delux shampoo should be launched.

Example 3. 4 farmer wanis to plon which of the three erops he should plant on
his 100 acre farm. The profit of each crop depends upon the rainfall during the growing
season. The rainfall could be high, medium and low. The estimated profit of the farmer
for each of the crops is shoirn in the table

Self-Instructional Material

Rainfall Estimated Conditional Profit

Crop A Crop B Crop C
High 6000 3060 7000
Medium 4000 4500 4000
Low 2000 5000 5000

The farmer decides lo plant only one crop, which would be his best crop using the

folloring :

(i) Maximax eriterion

(i) Laplace criterion

(78) Maximin criterion

() Minimax regret criterion.




Solution. () Maximax criterion :

Maximum

Type of erop Estimated Conditional Profit
Rainfall of each
High Medium Low crop
Crop A 6000 4000 2000 GoO0
Crop B 3000 4500 5000 5000
Crop C 7000 4000 3000 7000 (Max.)

Using maximax criterion, maximum of these maximum is 7000 corresponding

to crop C.
So crop C is the best crop.
(i7) Maximin criterion :

Type of erop Estimaited Conditional Profit Minimum of
Roinfall each crop
High Medium Low
Crop A 5000 4000 2000 2000
Crop B 3000 4500 5000 3000
Crop C 7000 4000 5000 4000 (Max.)

Using maxinyin criterion, maximum of these minimum is 4000 corresponding to

crop C.
Sa crop C 1s the best crop.

1
(fii} Laplace criterion : Here, p= <

3
EMV (Crop A) = % x 6000 + % x 4000 + -:;1;- x-2000

= % (6000 + 4000 + 2000) = @ = 4000
EMV (Crop B) = % (3000 + 4500 + 5000) =~ - 4166.67
EMV (Crop ) = -;- (7000 + 4000 + 5000) = @ = 5333.33

Since the EMV is maximum for crop C. So ¢rop C is the best crop.

(iv) Minimax regret criterion :

Regret table N
Types of crop Rainfall Maximum
High Medium Law regret
Crop A 7000-6000 = 1000 450064000 = 500» 5000-2000 = 3000 3000
Crop B 70003000 = 4000 4500-4500=0 5000-5000 =0 4000
Crop C T000-7000=10 4500—4000 = 500 5000-5000 =0 500 (Alin.)

Using minimax regret criterion, minimum of these maximum regrets is 500

corresponding to crop C. So crop C is best. crap.

Statistical Decision
Theory

NOTES
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Example 4. Consider the following pay-off (profit) mairix

Allernative Events
Ki k2 E3 Ed
Al ] 10 18 25
A2 & 7 & 23
A3 21 18 12 21
RY) 30 22 19 15

Find optimum alternative using Hurwicz criterion with o. = 0.75,
Solution. Here, a=0.78s0 (1 —0) = 1-0.75=0.25

Alternative | Maximum pay-off | Minimum pay-off | D =u x (i) + (1 - &) (£i)
(%) iy
Al 25 5 2% 0.7Tb+5x 0.2 =20
AZ 23 7 2BXx0.TH+T7x025=149
A3 21 12 21 X 0.75+ 12 %0256 =18.75
Ad 30 5 r30 X095+ 15 x0.25 =26.25

According to Hurwicz criterion, maximum value of D is 26.25 corresponding to
A4 So A4 is opiimum alternative.

3.5. DECISION MAKING UNDER RISK

Different eriterion for making a decision under such environment are as follows:

1. Expected Monetary Value (EMV) Criterion. The expected monetary value
criterion seeks the maximization of expected profit or the minimization of expeeted
cost. The basic steps of this criterion arc as follows :

(#) Construct the pay-off table listing all possible courses of actions and events
(states of nature), along with the corresponding event probabilities.
(iDetermine the expected conditional profit values for each course of action.
{#1) Determine EMYV for each course of action (strategy) by '
EMV @A) =p, PE)+ P PEY+. . +p. PE )
() Choose that. course of action (strategy) having highest EMV.
2. Expected Opportunity Loss (EOL) Criterion. An alternative approach

to maximizing expected monetary value (EMV) is to minimize expected opporiunity
loss (BOL). The basic steps of this criterion are as follows -

(i} Construct the opporiunity loss table lisiing all possible courses of actions
and eventis (states of nature), along with the corresponding event probabilities.

(#7) Determine the conditional opportunity loss values for each event.

(i) Determine the expected conditional opportunity loss values and sum these
values to get the expected opporiunity loss (EOL) for cach course of action by

FOL () = (M, =p p P(E)) + My=pp) PE) + .. + M, —p, )P B,)
G=1,2,..,1)
(1) Choose that. course of aclion (strategy) having lowest EOI..
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3. Expected Value of Perfect Information (EVPI). The expected value with
perlect information is the expected or average return, in the long run, if we have perfect.
information before a decision is made. The EVPI may be defined as the maximum
amount spend by the decision maker to get perfect (additional) information. Expected
pav-off under perfect. information (EPPI) can be calculated by finding the sum of product
of pav-off of best outcome of each state of nature and its probability of occurrence.

The expected value of perfect information (EVPI) is the expected outcome with
perfect information minus the expected outcome without perfect information (maximum
EMV).

EVPI = EPPI - max. EMV

SOLVED EXAMPLES

Example 1. 4 management is faced with the problem of choosing one of three
products for manufacturing. The potential demand for each product may turn out to be
good, moderate or poor. The probabilities for each of the siates of nature were estimated
as follows :

Product Nature of demand
Good Moderate Poor
X 0.70 020 alo
¥ 0.50 0.30 0.20
Z 0.1¢ 0.50 (.10

The estimated profil or loss (in T) under the three states may be Laken us :

Product Good Moderate Poor
X 300,000 200,000 100,000
Y 600,000 300,000 200,000
Z 460,000 108,000 - 150,000 {loss)
Prepare the expected value lable and aduice the management about the choice of
the product.
Solution,
| Nature of Expected pav-off (in T Lacs) for various acts
! demand Ry Y Z
Yoo Py Yyl [ Yy Py Xl | Y Psp  Y3ils
Jood 3 07 2.1 6 0.5 d.0 4 0.4 1.6
Moderate 2 0.2 0.4 3 0.3 0.9 1 0.5 0.5
Poor | 0.1 0.1 2 0.2 0.4 -15 0.1 -0.15
EMV = Zx, p, 2.6 1.3 1.95

Since the EMV is maximum for product Y, so Y should be selected as the best
product.

Statistical Decision
Theory

NOTES
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Steristical Analvsis Example 2. Puy-offs of three acts X, Y, Z and the states of nature P, Q@ Rareas

follows :
State of nalure Pay-offs ) (Acis)
NOTES X Y z
P - 120 - &80 104G
& 200 400 — 300
R 260 - 260 G

The probabilities of the states of nature are 0.3, 0.5 und 0.2 respectively, Tahulate
the expected monetary values (EMVs) for the above duata and staie which can be selected
as the best act.

Solution,
Pay-offs ])
(Alels)
Stale of nalure X ¥ Z
Yy Py Py | Yy Py Nyl Xy Dy by

P —-120 0.3 - 36 —-8.0 0.3 ~-24 100 G.3 30
Q 200 0.5 100 400 0.5 200 | =300 05 -150
R 260 0.2 H2 — 260 02 - 52 600 02 120
EMV = s py 118 124 0

Since the EMV is maximum {or act Y, so Y should be scleeted as the best act.

Example 3. 4 newspaper distributor assigns probabililies to the demand fora
magazine as follows :

Copies demanded I 2 3 4

Probability 0.4 0.3 0.2 0.7

A copy of magazine sells for T 7 and costs T 6. What can be the maximum possible
expected monetary value (EMV)if the distributor can return wnsold copies Jor T 5 each

Z
Solution, Cost of a magazine =36
Selling price of a magazine =37
Profit per magazine =¥ (7T-6)=%1
Loss on each unsold magazine
=¥B-H)=¢%1
Conditional profit. = { iz %isl «(S—D)=2D-§ :g g i g .

where D =no. of magazines demanded
S = no. of magazines in stock
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The resuliing pay-off and corresponding expected pay-offs are as follows : Statistical Decision

Theory
Event | Probabilityl  Conditional pay-off 3) Expected pay-off (%)
(Demand) Aet (Stock) Aet (Stock)
! 2 3 4 ? 2 3 4 NOTES
D (i) {ii} (11i) (i) {v) (D) x (i) () x (fif) (i} < Gw) ) % (v)

1 0.4 1 0 ~1 -2 (X o -04 -0.8

2 0.3 1 2 1 0 0.3 0.6 0.3 1]

3 0.2 1 2 3 2 0.2 0.4 0.6 0.4

4 0.1 i 2 3 4 0:1 02 0.3 0.4

EMV 1.0 1.2 0.8 0

Since the EMV is maximum for act (stock) 2, so the optimum act for the
distributor would be to stock 2 copies of magazine,
Example 4. The following pay-off table is given :

Acts Events
Ei E2 E3 Ey4
Al 10 200 — 500 104
A2 200 0 200 i
A3 8 100 i 150
AL - an 400 104G
. Suppose that the probabilities of the evenis are

P(E,) =0.20, (E,)=0.15, P(Ey) = 0.40 and P(E ) = 0.25. Caleulate the expected
pay-off and the expected loss of each action. Find the optimum act using EMV and EOL
criterion.

Solution. Computation of expected pay-offs

Euvent | Probability Conditional pay-off @) Expected pav-off (3)
(Demaid) Act (Stock) Aet (Stocl)
1 2 3 1 i 2 3 4
D (V) @) iy ) © G} < (i) () x @) ) x ) @)X
| El 0.20 40 200 0 -50 8 40 0 -10
g k2 0.15 200 0 100 400 a0 0] 15 60
| k3 0.40  |-200 200 0 100 -80 80 0 40
Ed 025 100 0 150 0 25 0 37.5 0
EMV - 17 120 52.5 a0

Since the EMV is maximum for act A2, so A2 is the optimum act.
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Computation of expected loss

Event | Probabrlity Opportinity loss Fapected loss
Aet Act
Al A2 A2 A4 Al A2 As Ad
(i) {i1) i) (in) (1) ) X G0 (G x (i) () x v} () x @)
El 0.20 200 - 40 200 -200 200-0 200+50 32 0 40 50
=160 =0 =200 ;250
E2 0.15 400-200 4000 400100 400400 30 [11] 45 0
=200 =400 = 300 =0
E3 .40 200 + 200 200200 200-0  200-100 160 0 80 49
=400 =0 =200 =100
E1 0.25 160-100 150-0 150150 1500 125 37.5 0 37.8
= = 160 =) = 1x0
EOI, 2345 97.5 165 127.5

Since the EOL s minimum for act A2, so A2 is the optimum act.

Example 5. A grocery with a bakery department is faced with the problem of
how many cakes to by in order to meet the day's demand. The grocer prefers not to sell
day-old goods in compelition with fresh prochicts ; leftover cakes are, therefore, a complele
loss. On the other hand, if a customer desires a cake and all of them have been sold, the
disappointed customer will buy elsewhere and the sales will be lost. The grocer has,
therefore, collected information on the past sale on a selected 100 day period as follows:

Stles per day No. of dovs Probability
25 10 .10
26 30 a.30
27 a0 050
28 g a.10

A cake costs T80 arned sells for T 100. Construct the pay-off table and the opportunity
loss fable. What is the optimum number of cakes that should be bought each day ?

Solution. Let

Here, cost of a cake

A; = alternative strategy (act) of stocking i cakes

Ej = a daily demand of j cakes state of nature {event)

=T 80

Selling price of a cake =% 100

Profit per cake sold

=X (106-80) =% 20

Loss on each unsold cake = ¥ 80

Conditional pay-off

208

if D=8

=<20D-80(8-D) ifD<S,

=100D -80S

where D =no. of cakes demanded
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The resulting pay-oll (conditional profit) are as follows : Statistical Decision
Theary
Event Probability Conditional poy-off )
{(Demand) Ael (Stock)
D Al: 25 42:26 A3: 27 A4 28 NOTES
El1:25 010 500 420 340 260
Ez .26 0.30 500 520 440 360
E3: 27 0.50 500 h20 540 460
' 428 0.10 500 520 540 560
The expected conditional pay-off are computed as follows :
Event Probability Expected conditional pay-off (%)
Al:25 A2: 26 Ag: 27 Ad: 28
K1 : 25 0.10 50 42 34 26
E2:26 0.30 150 156 132 108
E3.27 0.50 250 260 270 230
E4:28 6.10 50 52 B4 56
EMV \500 5i0 490 120

Since the EMV is maximum for act A2, so 26 cakes should be bought (stocked)

each day.

The conditional opportunity loss are computed as follows :

Event Probabilitly Conditional appartunity loss (7)
Act (Stock)

{Demand) Al 25 AZ: 28 A3 &7 Ad; 28
Ei: 25 0.10 0 80 160 240
E2 : 26 0.30 20 0 80 160
B3 .27 0.50 40 20 80
428 0.10 GO 40 20 0

The expected conditional opportunity loss are computed as follows :

Euvent Probability Expected conditional opportunity loss (¥)
A 25 AZ: 26 A3 27 AL 28
El:25 0.10 t 8 16 24
E2:26 0.30 6 0 24 48
E3:27 0.50 20 10 40
Ed : 28 0.10 6 4 2 Q
EOL 32 29 42 112

Since the EOL is minimum for act ;‘\2, $0 26 cakes should be bought (stocked)

each day.
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Example 6. -\ wholesaler of sports goods has an opportfunity to by 5000 pairs of
gloves that have been declared surplus by the government. The wholesaler will pay T 50
per pair and can obtain T 100 a pair by selling gloves to.relailers. The price is well
established, but the wholesaler is in doubt as to just how many pairs he will able [o sell.
Any gloves leftover, he can sell to discount outlets af T 20 a pair. After a careful
consideration of the past data, the wholesaler assigns probabilities to the demand as
follows :

Retailer's demand Probatnlity
1000 pairs &6
3000 pairs 0.3
3000 pairs 0.1

() Compudte the conditional monetary and expected monetary values.
(i) Compute the expected profil with a perfect predicting device.
(1) Compulie the EVPL

Solution, Cost per pair =¥ 50

Selling price per pair =% 100
Profit. per pair =T 50 (on sold pair) .
Disposal selling price =¥ 20 (on unsold pair)

Loss on each unsold pair =% (30 - 20) =% 30

508 if D28
Conditional pay-off (profit) = { 50D -30(S-D)if D<S |
=80D-3085
where D =no. of pairs demanded
5 = no. of pairs stocked .

(¢} The resulting conditional pay-offs and corresponding expected pay-offs are
computed as follows :

Retailer’s | Probability Conditional pav-offs (¥ 000) Expected pay-offs (% 000}
demand Stock per eek Stock perweeh

D 1000 3000 5000 1000 3000 5060

pairs pairs poairs pairs pairs bairs

1060 pairs 0.6 a0 —-10 =70 30 -6 — 42
3000 pairs 0.3 A0 150 S0 15 45 27
5000 pairs 0.1 50 150 250 o 15 25
EMV 50 54 10
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(if) The expected profit under perfect information (EPPI) is computed as follows: Statistical Decision
' Theory
t Retailer’s | Probability|  Conditional puy-offs (T'000) Under perfeci information
s demand Stock per week (T 100)
D 1000 3000 5000 Maximum Expected NOTES
pairs pairs pairs pay-off (1) pux-off
(i) (i) (iif) @) | ffrom (i), (i55) and @iv)] (5} % ()
1000 pairs 0G 50 -10 -70 50 30
3000 pairs 0.3 50 150 50 150 45
5000 pairs .1 50 150 250 250 25
EPPI = 100
A (i) EVPI = EPP] —~ max EMV =100 -54 =46
Thus, EVPI = T 46,000
Example 7. Pay-off of three acts, Al, A2 and A3 ond stale of nature X, Y, Zare as
follows :
Pay-off ®)
State of nature Acls
Al 42 A3
X C 20 - 50 200
Y 200 ~ 100 — a0
VA 400 GoOo 300

The probabililies of the state of nature are 0.3, 0.-f and 0.3 respectively. Caleulate
the EMV for the given duata und select the best act. Also find the expected value of
perfect information (EVPI),

J Solution. Compuiation of expected pay-off
|
b
State of nature | Probability Pay-off ®) Expected pay-off })
it Acts Acts
Al A2 Ad Al A2 A3
X 0.3 ~20 ~50 200 -5 -15 60
Y 0.4 200 — 100 — B0 80 - 40 - 20
Z 0.3 400 600 300 i20 180 90
. EMV 194 125 130

Since the EMV is maximum for act Al, so Al is the best act.
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Statistical dnalvsis The expected profit. under perfeet information (EPPI) is computed as follows :

State of nature| Probability Pay-off @) Under perfect informafion (%)

Acts
Al A2 A3 | Maximum pay-off Expected
pay-off

- 20 - 30 200 200 200% 0.3 =60
— 100 -30 < 200 200 »%.0.4 = 80
600 300 G600 600 x0.3=180"

EPFI = 320

EVP] = EPPE — max EMV = 320 - 194 = 126
EVPI =% 126

3.6. DECISION TREE

A decision tree is a graphical representation of the various alternatives and
sequence of events in a decision problem. Decision tree is a simple method for making
a deciston, where all the options are clearly open to the decision maker in concise form.,
Decision tree is beneficial for simple as well as complex decision making situations,
Basically decision tree is drawn for those problems where more than onedecisions are
to be taken and the decision taken to one stage affects the subsequent decision.

There are some basic rules for drawing a decision (ree.
() Identify all decisions to be made and the order in which they must be made.
(i) 1dentify the chance events that ean oceur after each decision.

(i) Develop a tree diagram showing the sequence of decisions and chance events.
The tree is constructed starting from left and moving rowards right, The
‘square box’ denotes a decision point at. which the available strategies are
considered. The ‘cirele’ represents the chance node or event, the various state
of nature or outcomes emanate from this.

(1) Obtain probability estimate of the chances of each outcome's occurrence.

(1) Obtain estimates of the consequences of all possible outcomes or actions.

(vf) Caleulate the expected value of all possible actions.

(1) Select. the action offering the most attractive expected value.

SOLVED EXAMPLES ’

Example 1. XYZ Ltd. has invented a picture cell phone. It is faced with selecting
one alternative out of the following strategies :
) Manufacture the cell phone
(1) Take royaliy from another manufocturer
(i) Sell the rights for the invention and take a lumpsum amound.
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Profitin thousands of rupees which can be incurred and the probabilily associated
with such alternative are shown in the followng table:

Event Probability Manufacture Rayulty Sell rights
High 0.25 200 60 50
Medium .40 50 40 50
Lo .35 -10 20 50

Represent the company’s problem in the form of the decision tree and suggest
what decision the company should take to maximize profil.

Solution.
Monelary values Prob. EMV
High
200 0.25
Madium 50 0.40 Rs. 66,500
‘0
b Low 10 0.35
I o7
H % High
i
[} S 9 60 0.25
Royal i
I vally Medium 40 0.40 Rs. 38,000
Low 20 0.35
S
7, High 0 )
op 5 0.25
X Medium
L 50 0.40 As. 50,000
Low 50 0.35

Thus, EMYV for strategy (i) manufacture the cell phone is maximum. So the best
decision by XYZ Ltd. is 10 manufacture the picture cell phone itself to get profit of T
66,500.

Example 2. 4 company is evaluating four aliernative single-pertod invesimend
opportunities whose refurns arve based on the state of the economy. The possible states of
the economy and the associated probability distribution are as follows :

State Fair Good Great
Probability 0.2 0.5 0.3

The returns for cach investment opportunily and euch state of the economy are as
; Py

follows ;

State of Economy

Alternative Fair Good Great
) R) )

A 1,000 3,000 6,000

B H00 4,500 65,800

C o 5,008 8,060

D - 1,000 6,000 & 500

Staiisticel Decision

Theory

NOTES
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Using the decision tree approach, determine the expected return for each
alternative. Which alternative investment proposal iwould you recommend if the expected
monelary value criterion. is to be employed ?

Solution,
Monetary values Prob. EMV
| Fair 1{2?)'{)) 0.2
A (@ Y Cood 3,000 0.5 Rs. 3,500
Great 6.000 0.3
Fair 500 0.2
B (@ Y—-Cocd 4,500 05 Rs. 4,390
Great 6,800 0.3
|
Fair

Rs. 4,800

0 0.2

C ./
° Good 5,000 0.5
2P 8000 0.3

—4,000 0.2
D ~~/
. Good 5,000 05 Rs. 4,750
v\G’e—a‘ 8,500 0.3

Thus, EMV for C is maximum, so alternative C is the best with maximum return
of T 4,900.

Example 3. A manager has a choice belureen (i) a risky contract promising T 7
lakhs with probability 0.6 and T 4 lakhs with probabilily 0.4 (i1} a diversified portfolio
consisting of

fieo contracts with independent outcomes cach promising T 3.5 lakhs with
probability of 0.6 and ¥ 2 lakhs with probability of 0.4. Consiruct a decision lree and
suggest which choice the manager should opt using EMV criterion.

Solution.
Monetary values  Prob. EMV
(Rs. Lakhs)

7 0%
RAs. 5.8 jakhs

4 0.4

a5 0.6
Rs. 2.9 lakhs

2 0.4

35 0.6 .
Rs. 2.9 lakhs

2 0.4

EMV atnode 2= (2.9x 0.5) + (29 X% 0.5) = ¥ 2.9 lakhs. N

Thus, EMV for strategy (7) risky contract is maximum. So manager should opi
choice ().
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items. He buys them at a rate of T 3 per item and sells at the rate of T 5 per ilem. If an Theory
item is not sold at the end of the day, then there is a loss of T 3 per ifem. The daily
demand of the ttem has the following probability distribution :

NOTES

Number of items sold 4 3 &

Prabability 0.2 0.5 0.3

How many items should he store so that his daily expected profit is maximum ¢
Use decision tree approoch.

Solution. Profit per item =T (-3 =3 2

Profit (Rs.) Prob. EMV

4
Demand 4 itemns 8 02

Stock 4 items Demand § items 8 0.5 Rs. 8

\Qemand 6 ilams 8 0.3

Demand 4 items

m/i 5 0.2
b : Stock 5 itemns Demand 5 iterns 10 0.5 Rs. 9
Demand 6 items 10 0.3

Demand 4 items

2’ 0.2
Stock 6 items ™,/ Demand 5 items
7 05 Rs. 7.5
\Qemand 8 items 12 03

Thus, EMV for strategy second is maximum. So shopkeeper should stock 5 items.

Example 4. 4 shophkeeper has the facilily fo store a large nuember of perishable Statistical Decision
|
|
|

Example 5. Mafrix company is planning to launch a new product, which can be

Y introduced initially in Western India or in the entirve country. If the product is introduced
only in Western India, the investment outlay will be ¥ 12 million. After two years, Malrix

| can evaluate the project to determine whether it should cover the entire coundry. For
! such expansion it will have lo incur an additional investmerit of T 10 million. To introduce
the product in the entire country right in the begining would involve an outlay of T 20
' million. The produci, in any case, will have a life of 5 years after which the plant will

have zero net value.

If the product is infroduced only in Western India, demiand wonld be high or low
with the probabilities of 0.8 and 0.2 respectively and annual cashflow of T 4 million
and T 2.5 million respectively.

If the product is indroduced in the entire country right in the begining the demand
wordd be high or low with probabilities of 0.6 and 0.1 respectively and mmnual cash
inflows of T & million and T 5 million respeciively.

Based on the observed demand in Western. Indio, if the product is introduced tn
the entire couniry the following probabilities woudd exisi for high and low: demand on.an
all India basis ;

Western India Entire Country

High demand Low: demand
High demand 0.9 0.1
Lou: demand 0.4 a.6
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The hurdle rate applicable o this projecl is 12 percend.

(1) Sel up a decision tree for the investment situation,

(it) Advice Matrix company on the invesiment policv it should follow.
Support your advice with appropriate reasoning.

Solution.

High demand

Low demand
(0.1}

No expansion

No expansion

* High demand

High demand

Low demand

Low demand

(0.4)
Decision Point Culcome Probability | Conditional Expected Value
A Value (3)

{Demand high in

Weslern India)

() Expansion High demand 09 8 7.4

Low demand 0.1 5 0.5

D3 7.7

(i) No expansion

7.7 x 3 years = 23.1
Less cost. = 10.0

Total 13.1

]

Total expected
profit = 13.1
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{Demand low in
Western India)

(i) Expansion High demand 0.4 32
Low demand 0.6 3.0
6.2
Da 6.2 X3 years=18.6
Less cost. = 10.0
{if} No expansion Total E
0
Total expected
profit = 8.6
(&) Introduction High demand 0.6 8 1.8
Entire country | Low demand 0.4 3 2.0
6.8
6.8 x 3 years =?47)m
Less cost = 20.0
W) “Tolal cxpected pmﬁl.i
{id) Introduction | High demand 0.8 4 DB x2+131)=16.88
Western Indial Low demand 9.2 2.5 N2@2.5x2+86 = 273
= 19.60

Less cost. = 12.00

Total expected profit =7.06

Thus. the EMV at node 2 is maximum, make a decision to launch the product.in
entire couniry.

EXERCISE 3.1

The ABC company is faced with four decision alternatives relating to investments in a
capital expansion programme. Since these investments are made in future, the company
foresees different. market conditions as expressed in the form of states of nature. The
following table summmarizes the decision alternatives, the various states of nature and
the rate of retirn associaled with each state of nature :

Decision Siaies of nature
&I 2 Q3
D1 17% 15% 8%
D2 18% 16% 9%
D3 ‘21% 14% 9%
D14 19% 12% 10%

If the corapany has no information regarding the probability of eecurrence of the three
states of nature, give the recommended decision for the decision criterion as follows :

() Maximax criterion
(i1i) Minimax regret criterion

(i) Maximin criterion
(iv) Laplace criterion

Staristical Decision
Theory

NOTES
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A food products company is contemplating the introduction of a revolutionary new product
with new packaging to replace the existing product at much higher price (A} or a moderate
change in the compaosition of the existing product with a new packaging at a small ineresse
in price (A,)} or a small change in the composilion of the existing except the word ‘New’
with a negligible increase in price (A,). The three possible states of nature or events ave
(1) high increase in sales (8,), (7)) ne change in sales (5,) and (iif) decrease in sales (S,).
The marketing department of the company worked oui the pay-offs in terms of yearly
net, profits for each of the strategies of three events (expected sales). This is represented
in the following table :

Stralegy States of nuture
Pay-offs (in 3}
Sl 52 S8
Al 7,060,000 3,00,000 1,50,000
A2 5,00,000 4,50,000 ]
A3 3.00,000 3,00,000 3,060,000

Which strategy should the concerned executive choose an the basis of

(1) Maximin criterion

(fif} Minimax regret criterion

{ti) Maximax eriterion

(it) Laplace eriterion ?

A person wants to invest in one of three alternative investment plans : stock, bonds or a
savings account. [t is assumed that the porson wishes to invest all of the funds in one
pian. The conditional pay-ofts of the investments are hased on threc potential economic

conditions : accelerated, normal or slow growth. The pay-olf malrix is given as :

Alternative
Invesiment

Aceelerated growth

Economic condilions

Pay-off ()

Normal growth

Sloie growth.

Stocks 10,000 6,500 - 4,000
Bonds 8.000 6,000 1,000
Savings 5.000 5,000 5.000

Determine the best investment plan using each of the following :

(1) Maximin criterion
{fi7) Laplace criterion

Consider the foliowing cost matrix :

{if) Maximax ¢riterion

(ft) Hurwicz criterion with « = (.6

Alternatives States of nalure
St 52 53 51
Al i 3 8 5
A2 2 5] 4 7
Al 4 G 3
Ad 6 3 D

Determmine the best aliernative using :
(i) Minimax criterion
(££) Minimin criterion

(iif) Miniimax regret criterion.



5. Pay-offs (in ¥ of three acts Al, A2 and A3 and the possible states of nature S1. S2 and §3 Statisticaf Decision

are as follows : Theory
State of nerture Pay-offs %)
At NOTES
Al A2 A3
; 51 - 20 - ab 200
52 200 - 100 — 50
S3 400 600 300

The probabilities of the states of nature are 0.3, 0.4 and 0.3 respectivelj:', Tabulate the
expected monetary values (EMVS) for the above data and state which can be selected as
the best act.

6. Aninvestoris given the lollowinginvestment alternatives and percentage rates of return;

Strategy States of nafure (Market condilions)
Lot Medium High
Regular shares 1% 10% 15%
Risky shares —-10% 12% 25%
Property —12% 18% 30%

Qver the past 300 days, 150 days have been medium market conditions and 60 days

have been high markel conditions.

On the basis of these data, state the aptimum investinent strategy for the investment.
7. Pay-offs (T) of three acts Al, A2, A3 and the states of nature 51, S2 and 83 are as follows :

States of nature Pay-offs %)
Aet
Al 42 A8
51 25 -10 - 125
' 52 400 440 400
53 650 740 750

The probabilities of the states of nature are 0.1, 0.7 and 0.2 respectively. Tabulate the
expected monetary values (EMVs) and state which can be selected as the best act.

8. XYZ flower shop promises its customers delivery within four hours on all flower orders.
All flowers are purchased on the prior day and delivered to XYZ by 8:00 the next morning.
X¥Z's daily demand for roses is as follows :

Dozens roses 7 8 9 10

Probability 01 0.2 0.4 0.3

XYZ purchases roses for T 10.00 per dozen and sells them for ¥ 30.00. All unsold roses
are donated to a local hospital. How many dozens of reses should XYZ order cach evening
to maximize its profil ? What is the optimum expected prefit ?
9. A producer of boats has estimated the following distribution of demand for a particular
-

kind Of bﬂat H '
No. demanded 1] 1 2 3 4 5 6
Probability 0.14 0.27 027 0158 0.09 0.04 0.01
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14.

15.

16.

Each boat cost him ¥ 7.000 and he sells them for T 10,000 each. Any boat that are left
unsold at the end of the season must be disposed off for T 6,000 each. How many boats
should be in stock so as to maximize his expected profis ?

Consider the following pay-oft tahle.

Acts Fuents
El K2 Es Ed4
Al I8 10 12 8
A2 16 12 10 10
A3 12 13 11 12

The probabilities of events E1, E2, E3 and E4 are 0.25, 0.40, 0.15 and 0.20 respeetively.
Find the optimum act using expected opportunity loss (EOL) criterion.

A man has the choiee of running either a hot-snack stall or an icc-cream stall at a seaside
resort. during the summer season. Ifitis a fairly cool summer, he should make ¥ 5,000 by
running the hot-snack stall, but if the summer is quite hat. he can only expect to make
T 1000, On the other hand. if he operates the ice-cream stall, his profit is estimated at
¥ 6500 if the summer is hot, but only T 1000 if it is cool. There is a 40% chance of the
summer being hot. Should he opt: for running the hot-snack stall or the ice-cream stall ?
Give mathematieal argument.

The cost of making an item is ¥ 25, the selling price of the item is T 30, if it is sold within
aweek, and it could be disposed off at ¥ 20 per piece at. the end of week if unsold, Frequeney
of weekly sules is given as .

Weelly sales (£3) 1 5 ¢ 7 =8

No. of weeks 0 1 20 40 30 0

Find the optimum number of items per week the industry should make using EMV and
EOL criterion. Also find, the EVPI.

A company wants Lo know whether or not a new shaving eream should be inarketed. The
present. value of all future prolits for the successz of the cream is T 10.00,000 and its
failure would resulis in a net loss of ¥ 5.00,000.

Not markeling it. would not. change the profits., The chances of the success of the new
eream are 50%. Determine the optimum act and find the EVPI,

A modern home appliances dealer finds that the cost of holding a mini-cooking range in
stock for a month is T 200 (insurance, minor deterioration, interest on borrowed capital,
ete.). Customer who ¢annot obtain a cooking range immediately tends to go to other
dealers and he estimates that for every customer who cannot get immediate delivery, he
loses an average of ¥ 500. The probabilities of a demand of 0. 1, 2, 3. 1 and 5 cooking
ranges in a month are 0.05, 0.10, 0.20, 0.30, 0.20 and 0.15 respectively. Determine the
opltimumn stock level of cooking range. Also find the EVPI,

A manufaciurer of leather goods must decide whether to expand his plant capacity now
or wait. al least ancther year. His advisors tell him that. if he expands now and economie
conditions remained good, there will be a profit of ¥ 1,684,000 during the next vear. If he
expands now and there is recession, there will be a loss of T 40,000. If he waits at. least.”
another year and economic conditions remain geod, there will be a profit of € 86,000 and
if he waits at least another year and there is a recession, there will be a small profit of
¥ 8.000. What should the manufaccurer decide to do if he wants to minimize the expected
loss during next vear and he feels that the odds are 2 : 1 that there will be recession. Use
decision tree approach.

XY7 Ltd. wants to update/change its existing manufacturing prices for produet A. it
wants to sirengthen its research and development cell and conduct research for finding
a betler product of manufacluring. which can get them higher profits. At present the
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company is earning a profit of T 20.000 after paving for material, labour and overheads.
XYZ Lid. has the following four alternatives :

() The company continues with the existing process.

(if) The company conducts research P, which costs T 20,000, has 75% probability of success
and can get the profit of ¥ 5,000,

(it} The company conducts research 3, which costs ¥ 10,000, has 50% probability of success
and ean get che profit. of ¥ 25,000

(it) The company pars I 10.000 as voyalty for a new product and can get profit of T 20,000,
The company can carry oul only one out of the two types of research P and Q because
of certain limitations. Draw a decision tree diagram and find the best strategy for
NYZ Lid.

The invesiment staff of a bank is considering four investment proposals far clients. shares,
bands, real estate and saving certificates, these investments will be held for one year,
The past data regarding the tour proposals is given as follows !

Shares. There is 25% chance that shares will decline by 10%, 30% chance that they will
vemain stable and 45% chance that they will increase in value by 15%. Also the shares
under consideration do not pay any dividends.

Bonds. These bonds stand a 10% chance of increase in value by 5% and 60% chance of
remaining stable and they yield 12%,

Real Estate. This proposal has a 20% chancé of increasing 30% in value. a 23% chance
of increasing 20% in value, a 40% chance of increasing 10% in value, 10% chance of
remaining stable and a 5% chance. of lossing 5% of its value.

Saving Certificates. These certificates will yields 8.5% with certainty.

Use a decision tree to structure the alternotives available to the investment staff. and
using the expected monetary value criteria, choose the alternative with the highest
expected value.

A manufacturing company has to select one of the two products A or B for manuflacturing
product. A requires investment of T 20.000 and product B ¥ 40,000. Market research
survey shows high, medium and low demands with corresponding probabilities and return
from sales, in ¥ thousand, for the two produets. in the following table :

Market . Probabiliix Return for sales

A B A B
High 0.4 0.3 50 80
Medium 0.3 0.5 30 60
Low 0.3 0.2 10 50

Construct. an appropriate decision Lree. What decision the company should take ?

Answers
(2) D3 (ir) D4 @) D3I o) D3I 2. (0 AR (ify Al (fi)) Al (i) Al
(i) Savings (i) Stock (iif) Bonds or Savings (i) Bonds
(N A3 (i) Al (iiD) A35. Al 6. Property 7. A2
9 dozen, T 168 9. 3 boats 10. A2
Hot-snack stall 12, 6 items, T 3.50 13. Market cream, ¥ 2,50,000
4 ecooking ranges, ¥ 315, 15. Wait. for one year

Conduet research P 1o find a new process  17. Invest in real estate 18, Product B
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NOTES 4. SAMPLING AND SAMPLING
DISTRIBUTIONS

Sampling

Types of Sampling

Use of Random Numbers
Parameter and Statistic "
Sampling Distribution of Mean

Sampling Distribution of Sample Variance
Sampling Distribution of Sample Proportion
Estimation

Point. Estimation

Interval Estimation

Bayesian Estimation

4.1. SAMPLING

Sampling means the selection of a part of the aggregate with a view to draw
some statistical informations about the whole. This aggregate of the investigation is
called population and the selected part is called sample. A population is finite or infinite
according to ils size 7.¢.,, number of members.

The main ohjective of the sampling is to obtain the maximum information of the
population. The analysis of the sample is done to obtain an idea of the probability
distribution of the variable in the population.

Though by applying proper process of sampling we may not be able (o represent.

the characteristics of the population correctly. This discrepancy is called sampling
| Qrror.

4.2. TYPES OF SAMPLING

There are different sampling methods. We describe below some important. (ypes
ol sampling.

() Simple random sampling. In this tipe of sampling every unit of the
population has an equal chance of being selected in a sample. There are two ways of
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drawing a simple random sample—With Replacement (WR) and Without Replacement.

(WOR).

In WR type, the drawn unit of the population is again returned to the population
so thai the size of the population remains same before cach drawing. In WOR type, the
drawn unit of the population is not returned to the population. For finite population
the size diminishes as the sampling process continues.

(b) Systematic sampling. In systematic sampling one unit is chosen at random
from the population and the items are selected regularly at. predetermined intervals.
Thiz method is quite good over the simple randem sampling provided there is no
deliberate aitempt to change the sequence of the units in the population.

{c) Cluster sampling. When the population consists of certain group of elusters
of units, it may be advantageous and economical 1o select a few clusters of units and
then examine all the units in the selected clusters. For example of certain goods which
are packed in cartons and vepacking is costly it is advisable to select only few cartons
and inspect all the inside goods.

(d) Two-stage sampling. When the population consists of larger number of
groups each consisting of a number of items, it may not be economical to select. few
groups and inspect all the items in the groups. In this case, the sample is seleeted in
wwo stages. In the first stage, a desired number of groups (primary units) are selected
at random and in the second siage, the required number of items are chosen at random
from the selected primary units,

(e) Stratified sampling. Here the population is subdivided into several parts,
catled straia showing the heterogenity of the items is not so prominent and then a sub
sample is selected from each of the strata. All the sub-samples combined togeiher give
the siratified sample. This sampling is useful when the population is heterogeneous.

4.3. USE OF RANDOM NUMBERS

The random numbers refiresent a sequence of digits where they appear in a
perfectly random order. Selection of a random number from a table of random numbers
has the same probability of selection. There are various methods to generate random
numbers. Also there are tables of random numbers; Briefly we ilJustrate the use of
random numbers. Let us consider the following two digits random numbers:

23, 04, 82, 07, 14, 66, 54, 10, 72 and 32.

Suppose we have marks of a subject of 100 students and we want to draw a
sample of marks of size 10. To draw this. number the students from 00 to 99 and using
the above random numbers select the marks of a student whose number is 23 since the
first random is 23. Next select. a student whese number is 04 since the next random
number is 04. Repeating this process we obtain a sample of marks of size 10.

By considering another set of 10 random numbers, we can construct. another
sample of marks of size 1) and so on.

4.4. PARAMETER AND STATISTIC

Any siatistical measure relating (o the population which is based on all units of
the population is called parameter, e.g., population mean (i), population S.D. (o).
moments 1, | ete.
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Any statistical measure relating to the sample which is based on all units of the
sample is called statistic, e.g., sample mean (¥). sample variance, moments m . m’',
etc. Hence the value of a statistic varies from sample to sample. This variation is
called ‘sampling fluctuation’, The parameier has no {luctuation and it is constant.
The probability distribution of a statistic is called ‘sampling distribution’. The standard
deviation (S.D.) in the sampling distribution is called ‘standard errox’ of the statistic.

Example 1. For a popudation of five units, the values of a characteristic x are
given belou
8 2 0, 4 and 10.

Consider all possible samples of size 2 from the above population and show that
the mean of the sample means &s exactly equal to the poprdation mean.

30
Solution. The population mean, p = 3 =6

Random samples of size two (Without Replacement)

Serial Sample Sample Serial Sample Sample

no. values mean no. values mean
1 8.2 b 6 2,4 3
2 8.6 7 T 2,10 G
3 8,4 6 8 6, 4 5
4 8, 10 9 9 G, 10 8
H 2,86 4 10 4, 10 T
Total 31 Total 29

Mean of sample means = % = % =6 which is equal to the population
mean,

4.5. SAMPLING DISTRIBUTION OF MEAN

Case ] : o Known
Consider a population having mean p and variance o If a random sample of

size n is taken from this population then the sample mean ¥ is a random variable
whose distribution has the mean .

If the population is infinite, then the variance of this distribution is - and the

) ) . G
standard error is defined as S.E. = T
n

If the population Js finite of size N then the variance of this distribution is
o2 N-n
n N-1

and the standard error is defined as

N-n
R = 2. 2on
Jn YN-1

provided the sample is drawn without replacemeni.
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no. - . :
The factor is called finite population correction {actor.

Let us consider the standardized sample mean

X-u
o/n

Then we have the central limit. theorem as follows:

r

™~

If X is the mean of a sample of size 1 taken {rom a population whose mean is g
and variance is o, then

g = Zon
J 6/n

If the samples come from a normal population then the sampling disiribution of
the mean is normal regardless of the size of the sample,

- NO, 1) as o o=,

I{f the population is not normal then the sampling distribution of the mean is
approximately normal for small size (i = 25) of the sample.

Example 2. A random sample of size 100 is taken from an infinite poprlation
having the mean u = 66 and the variance 6% = 225. \What is the probability of gelling an

¥ between 64 and 687

. . X - -
S . L I. 'J = T - 10 ' =6 ‘, =1
olution. Le 7 ol In n (), p = 66 5

]

P64 < ¥ <68]
Pl-1.33<z< 1.33]
20 (1.33) = 2 (0.4082)

0.8164.

Example 3. A random sample is of size 5 is drawn withou! replacement from a
finite population consisting of 35 units. If the population standard deviation is 2.25.
What is the standard ervor of sample mean?

Solution. Here, no=235 N=35.0=225

Required probabilily

Il

N -
S5.E. of sample mean = %‘ ﬁ

225 12% _0.9s.

= 5 Va4

Case Il 16 Unknown =

For small sample, 1he assumption of normal population gives lairly the sampling
distribution of . However the o is replaced by sample standard deviation S. Then we
have

X - 1l 1 —2
| = - Y '2=_.E -
[ Sin where, § 1 {x; -X)

is a random variable having the 7 distribution with the degrees of freedom v =n- 1.
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4.6. SAMPLING DISTRIBUTION OF SAMPLE VARIANCE

Like sample mean, if we calculate the sample variance for each samples drawn
from a populaiion then it shows also a random variable. We have the following result;
If a random sample of size n with sample variance 82 is taken from a normal population
having the variance 62, then

(n -1)8*

1 —
):_2 T where, §2= ﬁ : E(xf ~x)2

is a random variable having the chi-square distribution with the degrees of freedom
v=n-1

. . . L. 2 .
(In chi-square distribuiion table %, represents the area under the chi-square
distribution to its right is equal to o).
If 52 and 82 are the variances of independent random sample of size ny and n,
respectively, taken from two normal populations having the same variance, then
2
5
2
Sy
is a random variable having the F distribution with the degrees of freedoms r
=y~ 1and ty=n, 1.

F =

Example 4. If two independent random samples of size n ;=3and n,= 16 are
taken from the normal population, what is the probability that the variance of the first
sample will be at least four limes as large as that of the second sample?

Sclution. Here v, = 9-1=8, v, = 16-1=15, 82 = 482
From F dis{ribution table we find that
Foor = 4.00 for v, = 8 and v,=15.

Thus, the desired probability is 0.01.

4.7. SAMPLING DISTRIBUTION OF SAMPLE
PROPORTION

Consider a lot. with proportion of defectives P. If a random sample of size n with
proportion of defectives p is drawn from this population then the sampling distribution
of p is approximately normal distribution with mean = P and S.D. = S.E. of sample

proportion = ’E where, Q = 1—P and the sample size n is sufficiently large. If the
ft

random sample is drawn from a finite population without replacement then we have

N-n

{0 multiply a correction factor to the 5.D. lormula.

If p; and p,, denote the proportions from independent. samples of sizes n; and n,
drawn from two populations with proportions P, and P, respectively then

T hQ | PQ,
SEof p,—py) = "“nl— + T,
where, P+Q, = land P,+Q, = L.
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Example 5. It has been forred that 3% of the tools produuced by a certain machine Sampling and Sampling
are defective. Whal is the probability that in a shipment of 430 such tools, 2% or more Distributions
will be defective?

Soluticen. Since the sample size n = 450 is large, the sample proportion (p) is
approximately normally distributed with mean =P = 3% = 0.03. NOTES

sp.= [PQ, (003 OIT) _ 508
n 450

Required probabilily = P[p > 0.02]
=Plz>-1.25] = 0.5+ &P (1.25)
= 0.5 + 0.3944 = 0.8944.

<

EXERCISE 4.1

ol
.

A population consists of 5 numbers (2. 3, 6, 8. 11). Consider all possible samples of size
two which ean be drawn with replacement from this population. Calculate the S.E. of
sample means.

2. When we sample from an infinite population, what happens to the standard error of the
mean if the sample size is {e) increased from 30 to 270, (b) decreased from 256 to 167

3. Arandom sample of size 400 is taken from an infinite population having the mean u =
86 and the variance of 62 = 625. What is the probability that X will be greater than 90?

4. The number of letters that a department receives each day can be modeled by a
distribution having mean 25 and standard deviation 4. For a randem sample of 30 days,
what will be the probability that the sample mean will be less than 267

5. A random sample of 400 mangoes was taken from a large consignment and 30 were
found to be bad. Find the S.E. of the population of bad ones in a sampte of this size.

6. From a population of large number of men with a 8.D. 5, a sample is drawn and the
standard error is found to be 0.5, what is the sample size?

7. A population consists of 20 elements, has mean 9 and 8.D. 3 and a sample of 5 elements
is taken without replacement. Find the mean and 8.D. of the sampling distribution of
the mean. What will be the S.D. for samples of size 10?

8. A machine produces a component for a transistor set of the total produce, 6 percent are
defeciive. A random sample of 5 components is taken for examination from (i} a very
large lot of produce, (ii) a box of 10 cormponents. Find the mean and 8.D. of the average
number of defectives found among the 5 components taken for examination.

|
| 8. Apopulation consists of five numbers 2, 3,8, 8, 11. Consider all possible samples of size
| two which can be drawn without reptacement from the population. Find

{a) The mean of the population

(b) Standard deviation of the population
(¢) The mean of the sampling distribution of means

(D) The standard deviation of the sampling disiribution of means.

1. 2.32 2. (a) Tt is divided by 3 (®) It is multiplied by 4
3. 0.0007 4. 0.9147
5. 0.013 6. 100

|
|
]
|
Answers
|
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7. For sample of 5 elements, sampling mean = 8,3.D. =

For sample of 10 elements, sampling mean =8, 8.D. =

Sfe BI3

8. Mean =0.06,5.D. =0.106
9. (a)6,(0)3.29, (c) 6, (d)2.12,

4.8. ESTIMATION

When we deal with a population, most. of the time the parameters are unknown.
So we cannot draw any conelusion about the population. To know the unknown
parameters the technique is to draw a sample from the population and try to gather
information about the parameter through a function which is reasonably close. Thus
the obtained value is called an estimated value of the parameter, the process is ealled
estimation and the estimating function is called estimator.

A good estimator should satisfy the four properties which we briefly explain below:
{a) Unbiasedness. A statistic £ is said {o be an unbiased estimator of a parameier
aif, E[f] =8.
Otherwise it is said 10 be ‘biased’.
Theorem 1. Prove that the sample mean ¥ is an unbiased esiimator of (he

population mean p.

Proof. Let x,, x,, ... x, be a simple random sample with replacement from a finite
population of size N, say, X|. X,, ..., Xy

Here, ¥ = o tx)n
po= X, X+ ..+ XN

]

To prove that E (¥) M

While drawing x,, it can be one of the population members f.e.. the probability
distribution of &; can be taken as follows:

x; X, X, Xy fori=1,2....n
Probability | N 1/N 1/N
Therefore,
E) = X,. % +Y2.§+.. + Xy _11\?
= (X, + X, + .+ X /N
= p =12 .. .n
and o E@) = Bl +ay+ . +x)in]

= [E@)+E @)+ +E{@)/n
= jptpu+. +pn=nup/n=1p,

The same result. is also true for infinite population and the sampling without
replacement.
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Theorem 2. The sample variance Sampling und Sumipling

Distmbutions
1 —
82 = —.Z{x-%)
n
. . . } ) . NOTES
is a biased estimator of the population variance ¢2.
Proof. Let x,, x,, ... x, be a random sample {from an infinite population with
mean p and variance 62,
Then E@)=u Var (x)=E (x,—w?=0% fori=12 ., n
1 —
s2= = I(x; - %)
n
1 —
=—-X xf - (%)
n
, = l-Ey-z ~-(7¥. where = x, — 1wl S.D
n i . -,,y'-—.\-i noar '

is unaffectéd by change of origin.

= LS - -
n

1

| E(sz)=—'EE(x5—u)2—E(f—u)2
] n
|
i 1 P . 02 n -1 2
: = - -7 )= 2 — .0 2
| n.}lc Var(r)=o0 " - 2 2.
= 52 iz a biased estimator of g%
Note. Let. §2= -¥(x; - %), then
(n-1)

E@©)= —— E (@Y
n-1

n n-1 o

n-1 n
Thus, $2 is an unbiased estimator of 62,

Example 1. 4 population consists of 4 values 3, 7, 11, 15. Draw: oll possible sample
of size tiwo with replacement. Verify thal the sample mean is an unbiased estimalor of
the population. mean.

Solution. No. of samples = 42 = 16, which are listed below:

(3, 3), (7, 3, (11, 3), (15, 3)
3.7, . D, (11, D, (15, 7)
3,11, (7. 11), (11, 11), (15, 11)
(3, 15), (7. 15), (11, 15), (15, 1)
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_3+7+11+15 36 _

Population mean, p= 1 n 9
Sampling distribution of sample mean
Sample mean. Frequency ¥ . F{x)
(¥) f(x)
3 1 3
) 2 10
7 3 21
9 4 36
11 3 33
13 2 26
15 1 15
Total 16 144
Mean of samiple mean = %ﬁi— =9
Since, E(Xx) = u,
= Sample mean is an unbiased estimator of the population mean.

(b) Consistency. A statistic {, obtained from a random sample of size n is said
to be a consisteni esiimator of a parameter if ii. converges in probability to 8 as n tends
1o infinity.

All, ITE [T, ] — 0 and Var [T,] = 0 as n — e, then the statistic ¢, is said (o be
consistent estimaior of 0.

For example, in sampling from a Normal Population N (i, 69),

2
o
Elx] =pand\’ar[f]=—n— - 0 as n — oo

Hence, the sample mean is a consistent. estimator of population mean.
(c) Efficiency. There may exist more than one consistent estimator of a
parameter. Let. T, and T, be two consistent estimators of a parameter 6. If Var
(T)) < Var (T for all » then T is said to be more efficient. than T, for all sample sizc.

If a consistent estimator has least variance than any other consistent estimators
of a parameter, then it. is called the most. efficient esiimator.

Let T be the most efficient estimator and T be any other consistent estimator of

a parameter. Then, we define
Var (T)
Efficiency = m

which is less than equal to one.
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Variance Unbiased Estimator (MVUE). Disoibutions
Note. If T, and T, are two MVU Estimators of a parameter then T, =T,

For example. the sample mean X obtained from a normnal population is the MVUE for NOTES
the parameter p.
Let x,, x,, ..., X, be arandom sample and
T = ox +tax,+.. +ax

where g, ¢,. ..., g, are constants. If T is an MVUE. then T is also called Best Lincar
Unbiased Estimator (BLUE).

Example 2. 4 random sample (X, X,, X, X, X X, ) of size 61 draren from a
normal population with unknoun mean . Consider the following estimators to

f
A statisiic which is unbiased and also the most efficieny, is said to be the Minimum Sampling und Sampling
|
|
|

estintate u.
) T, = X+ Xg+ X3+ X+ X+ X
6
(i) T, = X; + X+ X5 +X4"‘X5"‘X6
2 3
Gii) .= Ly o4x 1

Are these estimalors unbiased? Find the estimalor which is best among T, T,
and T,

Solution. Here E (X)) = p, Var (X; = o (say). Cov (X; . X)) =0, 1#)

1
E(T)=3 [EX)+BE)+EE)+EE)+E XY +E X

1
t+p+prprp+rp=gbp=p

= R0

1
E(T)=7% [EX)+E®)+EXpl+ 3 [B(X)+EX) +E )

[

1 1 3u 5u
== [u+p+ = [u+ = + u=—
2!u+u ul+ g e g+ pj 2 n=-

1
[EX)+E@+EX)+E@)+ 35 B +E )]

E (T

1
2

1
%ill+u]+u+u+§m+u!
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g = T, 1s unbiased. T, and T, are biased

Since E(T) =
estimators.
1
Var (T)) = 38 {Var (X)) + Var (X,) + ...+ Var (X))
1 5 . 1 o2
= gg [0+ +...+of= 36 (6o =5
1
Var (T,) = y) [Var (X)) + Var (X,) + Var (X;)]
1 . L L
+ 3 [Var (X + Var (X} + 5 Var (X,)]
= -214- [0%+ 0%+ 4] + [6%+ o2+ 0f
3 3¢ 13 ,
= 2 52+ 22 _ 1252
179 T2°
Var (Ty) = i [Var (X)) + Var (X)] + Var (Ny) + Var (X)

1
+ 5 [Var (X)) + Var (X))

.= i—_[c?—!- o?] + o2+ 62+ -3— [02+ o?]

2
U_+202 +&{ :4—902_

9 18
Since Var (T,) is smallest = T, is best estimator.
02/ 9
N TET - = _6_ Eoe—=
Efficiency of T, over T, T 0%2 3 0.15
67 3
- . 6 _ _
Efficiency of T, over T, = 5 % b 0.06.

Example 3. 4 random sample (X X, X, X)) of size £ is drawn. from a normal
population with unknoun mean. If |

A
T= 28,45 X,+3X,-1X,

be an unbiased estimator of pu, find J.

Solution. Lel. EX)= pi=1234
Far unbiasedness, E(M = n

N . .
= ZE®X)+ 4 B+ 3EX) -1 EX) =y

_ A
= VAT -2';1+3|.l-41l = H
= B+ Zh =
A
= g = 0 = A=A
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(d) Sufficiency. Let x|, x,. ..., x, be a random sample rom a population whose Sampling and Sanpling
p.of. or pdfis f(x, 8). Then T is said to be a sufficient estimator of 8 if we can express Distributions
the following:

Fia, 0. f(, 0. f(x. 0=g(T8.g,(, x,..x) NOTES

where g, (T, 8) is the sampling distribution of T and contains 0 and g, (x,, x,, ..., ¥} is
independent of §.

Sufficient estimators exist only m (ew cases. However in random sampling from
a normal population, the sampling mean X is a sufficient estimator of p.

LY

4.9. POINT ESTIMATION

‘Using sampling if a single value is estimated for the unknown parameter of the
population, (hen this process of esiimation is called point estimation. We shall discuss
two methods of point estimation below:

1. Method of Maximum Likelihood

Letx) xy, .., x, bea random sample from a population whose p.a.f. (discrete case)
or p.d.f. (continuous case ) is f (v, 8) where 0 is the parameter. Then construct. the
likelihood function as follows:

L= f(x.0). [(,8.f(,0).
Since, log L is maximum when L is maximum. Therefore to obtain the estimate of
8, we maximize L as follows:

A

d
g(logL) = 0=0=0

2

and pve3 (logl) < Dato= 6

Iere 8 is called Maximum Likelihood Estimator (MLE).
Properties of MLE
(1) MLE is not necessarily unbiased.

(ii) MLE is consistent(, most efficient and also sufficient, provided a sufficient
estimator exis(s,

(7iiy MLE tends to be distributed normally for large samples.
() If g(®) is a function of © and 0 is an MLE of 8, then 2(g) is the MLE of g(8).

Example 4. A discrete random variable X can take up all non-negative inlegers and
P(N=r)=p(l-p)y{r=012.)

where, p(0<p <1)is the parameter of the distribution. Find the MLE of p for a sample
of sizen : x;,%,, ..., X, from the population of X.

Solution. Consider the following likelihood function:
L=PX=1).PX=13)..PX=2x)

=pd-pf.pQ1 -py2 ..p@A - py~

=rpn(1_p)xl L SR S o S pu (1 _ p)zx’
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Also,

Hence the MLE of p is

Taking log an both sides we obtain 5

InL = nlnp+(Zx)In(l-p)

ap =0
n_Xx% g
p 1-p
n_ 2y
p 1-p
. l-p_2x%
P n
l—l:f
P
.1
PTx
dInL  _n__3x U I
dp* ~ p° Q-pP p: (1-pp
=—-n (1+;k:_)2~4-——f(1+f}2
(%)
L1
p=1 _:—n(1+f)2(1+ll)<0
+x xX

1+%

Example 5. A random variable X has a distribution with densily function:

f(x) = A To<x<])

where Ais the parameler. Find the MLE of A for a sample of size n : x p Xy o X, fram
the population of X.

‘Solution. Consider the following likelihood function:

L

flx) fley) . flx) -
Axp Tl axd ! o hxr

- s e Rl
= Mx, . x,.0)

Taking log on both sides we obtain

Inl. = nlnA+(GZ-="1D1n (&, . %, ..0x)
/
dIn L n
T = 0 = I+1n(x1x2‘..xn)20
n
= o In (x; x5 ... %)
= A= L

In (x; 25 ...x,)




Sempling and Sampling

d’In L n AN
Also, FEY == F <0 Distributions
-n
NOTES

Hence, the MLE of 2 is )
Y In(x; %5 ...x,)

Example 6. X tossed a biased coin 40 limes and got head 15 times, while Y lossed
it 50 tintes and got head 30 times. Find the MLE of the probability of getting head when

the coin is lossed.
Selution. Let P be the unknown probability of getting a head.

Using binomial distribution,
40
Probability of getting 15 heads in 40 tosses = (15]P15 a-p®

50
Probability of getting 30 heads in 50 {osses = [30JP3° a-p*

The likelihood function is taken by multiplying these probabilities.

=193 ps (1 - py*®
15 |1 30
401 1 50
log L = log ; + 451logP + 45log 1 - P
{(15} (30]] g g ( )
dlogL 45 45
Ie 2= — - —— =20 P=
Hence, P 0 P T-Pp =
Method of Moments
In this method, the first few moments of the population is equaied with the

1/2, which is the MLE.

I1.

corresponding moments of the sample.
Then p,o=m',

where p, = E(x) andm' =Zx//n
The solution for the parameters gives the estimates. But this method is applicable

only when the population moments exist.
Example 7. Estimale the parameter p of the binomial distribution by the method

of moments {ichen n is knouwn).
Solution. Here, Wy, =E @) =np and m, = X
Taking p', =at';, wehave
np = x -
= p = ¥
n

which is the estimated value.

83
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4.10. INTERVAL ESTIMATION

Ininierval estimation we find an interval which is expected to include the unknown
parameter with a specified probabiliiy, i.e.,
P, <8st) =

wheore, (£, 1,) is called confidence interval (C.1),

t,. t, are called confidence limits,

L is called confidence co-efficient of the interval.
(@) C.I for mean with known S.D. Let us consider a random sample of size n
from a Normal Population N (i, 0 in which ¢? is known. To find C.1. for mean p.

We know that z = X follows standard normal distribution and 95% of the

c/f

area under the standard normal curve lies between z = 1.96 and z = —1.96, Then,
Pl196<2<1.96]1=0.95

- P[—1.96 < X - H

<196 =0.95
o/3n ] %

Le, n 99% cases we have

-1.96 < = 1.96

c/ J_

LET +196 2

- % 196 = < 96 =

The interval ]: ~- 1.96 J;’ x + 196 \/T_l:l is known as 95% confidence interval

for .

Similarly, [x - 2.58 ,X + 2.58 —:b is known as 99% C.L for g,

JE Vn

{f ~3. -2 5+ 3—0} is known as 99.73% C.1. for 1.
Jn

V'
(b) C.I. for mean with unkrown S.D. o.
In this case, the sampling from a normal population N (u, 6%), the statistic

» where s° = z (x; ~ %)
. / J_ where
follows ¢ distribution with @ — 1) degree of freedom.

Then for 95% confidence interval for mean i we have

Es

/J_ = Loz

5 — Ly

T —lgges————= S U €T + £y ———r
Y vo2s PE=T

_tﬂ 025 =
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—5—} is called 95% C.1. for .
n —

s
Thus, |X - { e, X + .
[ 0.025 \/11——71 .025 J__l

S X+t 5
r'n _1’ 0.005 - n“l

(¢) C.I. for variance o? with known mean. We know that (v, — j1)*/c? follows
chi-square disiribution with n degrees of freedom.

Sinmilarly, |:E ~ t0.005 - } is called 99% C.T. for p.

For probability 95% we have
Xogrs < Zlx - w?/o® < %o

= e = WG oz o < (- W xers
which is 95% confidence interval for o2

IA

Similarly,
Tlx; - W xdos S 00 S E(x - WP 7 %5995

is the 99% confidence interval for o.

(d) CI. for variance o with unknown mean. In this case
ns’te® = Xix; - )2 /6 follows chi-square distribution with (2 — 1) degrees of
freedom. .

For probability 93% we have
Yogrs < 15710 < Yoo
= NSl s < 6 < ns Ao
which is 95% C.1. {or ¢*
Similarly, ns®/y2ys < 0° < ns®/ ¥Z g9 15 the 99% C.1. for o?.
Some of the Confidence Limits are given below:
(with Normal Population N (i, 6)
Difference of Means {u, — ) : (5.Ds known}.

95% Confidence limits = (xr; - x,) +1.96 Jgf/nl + 6%/:12

99% Confidence limits = (¥, - X,) * 2.58 Jgf/nl + gg/nz

Difference of Means (u, ~p,) : (Common S.D. unknown)

. . _ _ ’ 1 1
95% Confidence limits = (& — Xp)} * #5005 - 5 =t
1 2

. o 1 1
99% Confidence limits = (x, - &) £ ¢, s, |— + —
0 &3 2)  to.005 m iy
For Proportion P: .
95% Confidence limits = p & 1.96 (S.E. of p) ,

99% Confidence limits

p=258(S.E. of p)

where, SE ofp = /E.g ~ P4
n n

Sampling and Sampling
Distributions

NOTES
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For Difference of Proportions P| - P, :
953% Confidence limits = (p, —p,) = 1.96 [S L. of r, —p)
99% Confidence limits = (», ~p,) + 2.58 [S.E. of o, —-pyl

JP1Q1 LB I @y ; P22
n g V m ng

where S.Eof (p, —p,)

I

Example 8. 4 random sample of size 10 was drawn from a normal population with an
unknown inean and a variance of 35.4 (cmp®. If the observations are (in cms): 35, 75, 71, 66,
73,77, 63, 67, 60 and 76, obtain 99% confidence interval for the population mean,

=
n

Solution. Given n = 10, Zx; =683, Then ¥ = = =68.3
Since, the population S.D. 6 is known, then 99% C 1. for p is given by

a ]
¥ -258 -1 x4+ 258 -2
[ Jn JE}

i.e 683 ~ 208 V354 .. 258 354
B V1o o

ie., [63.45, 73.15).

Example 9. 4 random sample of size 10 was drown from a normal poptilaiion
which are given by 48, 56, 50, 55, 49, 45, 55, 54, 47, 43. Find 95% confidence interval for
mean p of the populaiion,

Solution. From the given data. Zx,= 502,50 ¥ = 50.2, n =10
Let d = x-50, then the samples are changed to
~2,6,0,5,-1,-5, 5, 4, -3, -7.
Zd = 2, 5d°=190

2 2 2
s2 = - = _180 72 =18.96
n n 10 10

4.35
Since, the population 8.D. g is unknown, the 95% C.I. for mean p is

8

[:? -2262.% 7 4+ 2962 i]

Jn Jn

(4.35) (4.35)
e 50.2 -(2.262) ——, 50.2 + (2.262) —~
a-tezon 45 s02+ o 2]

Le., [47.09, 53.31].
Example 10. The siandard deviation of a random sample of size 15 draun from
a normal population is 3.2. Calculate the 95% confidence interval for the standard
deviation (o) in the population.
Solution. Here n= 15, sample s5.d. (s) = 3.2
95% Confidence imterval for 62 is

2 2
ns ns
<6’ <

2 3
Xo.o25 %0.975
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From chi-square table with 14 degrees of {reedom, Sampling and Sumpling

) ) _ Distributions
Yoazs = 26.12, Yog7s = H.63
Therefore the C.1. is
15327 _ 5 . 15327 NOTES
26.12 5.63
ie., 5.88 < ¢2<27.28
ie., 242 < 0<5.22

Example 11, A sample of 500 springs produced in. a factory is laken from a large
consignment and 65 are found lo be defective. Estimate the assign limits in which the
percemriage of defectives lies.

Sclution.There are 65 defective springs in a sample of size 12 = 500.

-' The sample proportion of defective is
} 65
=—=0.13
P = 500
The limits to the percentage of defectives refer (o the C.1., which.can be taken as
I : [p—3(S.E ofp), p+3(S.E. of p)]
‘Here SE ofp = PQ
it
= 1P - 65 11_851_1 _po2
n 500 500 ) 500
Thus, the imits are [0.13 =3 (0.02), 0.13 + 3 (0.02)]
ie., {0.07. 0.19].

4.11. BAYESIAN ESTIMATION

Bayesian estimation uscs subjective judgement in an engineering design.

For discrete case, lot. the parameter 8 takes the values 6,7 =1, 2, ., n with the
probabilities p, = P [0 = 6. Let 6, be the observed outcome of the experiment.
Then by Bayes' theorem we obtain,

Plo,e =6,1.Pl0 = g;]
n
i=1
Then the expected value of 8 is called Bayesian estimator of the parameter, i.e.,

6 =E[0 = 68]

It
26.P [6 = 818 ]

i=

Fle=6,18,] = i=1.2 ...n

Using this we can calculate

PIX<al= Y P[X<ale=6].P[6=6ls]
i=1
For continuous case, let. 8 be a random variable of the parameter of the distribution
given by the density funetion /(8). Then
PB,<0<8,+48)] =/'(®).A08,i=12 . n
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If 8, is an observed experimental outcome, then
P [0,]6;] .7 (6,)a0

_21P [eojej]f’ (ej)ae’
P e8] 7°(8)
T P [8,]0] £’(6) d8

["(®) A8 = =1,2 ..,n

In the limit we obtain, /" (8) =

Then the Bavesian estimator is
6 = E[6jag] = [67"(0)do
Using this we can calculate

P[X <aq] =

b — s

P [X < alo] f"(6)de.

SUMMARY

Self-Instructional Material

1L

»  Sampling means the selection of a part of the aggregate with a view to draw

some statistical informations about the whole, This aggregaie of the
investigation is called population and the selected part is called sample.

+ Any statistical measure relating to the population which is based on all units

of the population is called parameter.

+ Any statistical measure relating to the sample which is based on all units of

the sample is called statistice.

«  \When we deal with a population, most of the time the parameters are unknown.

S0 we cannot. draw any conclusion about the population. To know the unknown
parameters the technique is to draw a sample from the population and try to
gather information about the paramecter through a funciion which is reasonably
cloge. Thus, the obtained value is called an cstimaied value of the parameter,
the process is called estimation and the estimating function is called estimator.

» [faconsistent estimator has least variance than any other consistent. estimators

of a parameter, then it is called (he most efficient. estimator.

e Using sampling if a single value is estimated for the unknown parameter of

the population, then this process of estimation is called point. estimation,

EXERCISE 4.2
A randem variable X has a distribution with density function:
() = (a+ 1)yx< 0<x=la>~1
= ), otherwise

and a random sample of size 8 producdes the data: 0.2, 0.4, 0.8, 0.5, 0.7, 0.9. 0.8 and 0.9.

Find the MLE of the unknown parameter o.




2. A random variable X has a distribution with density function: Sanpling and Sampling
Distributions

(@ + 1)x° )
[60 =7ﬁ—, 0<x<2

_ =), otherwise NOTES
Find the MLE of the parameter a (> 0).

3. Consider a randon sample of size n from a population following Poissen distribution.
Ohtain the MLE of the parameter of this distribution.

4. Consider a random sample x,. x,, ..., X, from a normal population having mean Zero.
Obtain the MLE of the variance and show that it is unbiased.

5. Consider a random sample x;, x,, ..., x, from a population following binomial
distribution having parameters n and p. Find the MLE of p and show that it is unbiased.

6. Find the estimates of g and o in the normal populations N (1. 6% by the method of
moments.

7. Show that the estimates of the parameter of the Poisson distribution ebtained by the
method of maximum likelihood and the method of mements ave identical.

8. TFinda 95% C.I for the mean of a normal population with 6 = 3, given the sample 2.3,
—0.2,0.4and-09

9. In a sample of size 10, the sample mean is 3.22 and the sample variance 1.21. Find
the 95% C.I. for the population mean.

10. A sample of size 10 from a normal population produces the data 2.03.2.02, 2.01, 2.00,
1.99. 1.98. 1.97. 1.99, 1.96 and 1.95. From the sample {ind the 95% C.I. for the
population mean.

11. A randam sample of size 10 from a N (u, 6%) yields sample mean 4.8 and sample
variance 8.64. Find 95% and 99% confidence intervals for the population mean.

12. The following random sample was obtained from a normal population : 12. 910, 14
11. 8. Find the 95% C.1. for the population S.D. when the population mean is ()
known to be 13, (i) unknown.

13. The marks obtained by 15 students in an examination have a mean 60 and variance
30. Find 99% confidence interval for the mean of the populaiion of marks, assuming it
to be normnal.

14. 228 out of 400 voters picked at random from a large clectorate said that they were
going to vote for a particular candidate. Find 95% C.I. for the proportien of voters of
the electorate who would in favour of the candidate.

15. In a random sample of 300 road accidents, it was found that 114 were due to bad
weather. Construct a 99% confidence interval for the corresponding true proportions.

16. A study shows that 102 of 190 persons who saw an advertisement on a product on
T.V. during a sporis program and 75 of 190 other persons who saw it advertised on &
variety show purchased the product. Construct a 99% confidenee interval for the
difference of sample proportions.

Answers
~ ~ n ~ _
1. = 0.890091 2. 4= - -1 3.ar=x
ln[2”i 11 xi)
i=1
4. o*=x:l/n 5.p=%/n 6.0=F, 6" =+
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11.
12,

NOTES

14.

[-2.54, 3.84] 9. [2.39. 4.05] 10. [1.972, 2.008)
93% C.1. [2.233. 7.367], 99% C.I. [1.616, 7.984]

(M [1.97. 6.72], Gi) [1.35, 5.30] 13. [55.64. 64.36]
[0.52, 0.62] 15. [0.31, 0.45] 16. [0.02. 0.28].
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5. HYPOTHESIS TESTING

STRUCTURE

Introduction

Null Hypothesis and Alternative Hypothesis .
Level of Significance and Confidence Limits
Type I Error and Type 1] Error

Power of the Test

i Test of Significance for Small Samples
Student’s {-Test

Assumptions for Student’s t-test |
Degree of Freedom

Test for Single Mean

t-test. for Difference of Means

il
Paired {-test For Difference of Means
F-lest
Properties of F-distribution i

Procedure 1o F-test

Critical Values of F-distribution

Test of Significance for Large Samples
Test of Significance for Proportion
Tesi of Significance for Single Mean

Test of Significance for Difference of Means

— i — — — i—

5.1. INTRODUCTION

To describe a set of data or observations, we use statistics such as mean and
siandard deviation. These statistics are estimated {rom samples. Sample is nothing
but a small section selected (rom the population and the process of drawing or selecting
a sample from the population is called ‘sampling’. It is essential that a sample must be
a random selection so that each member of the population has the equal chance of
being selection in the sample. A statistical population consists of observations of some
characteristic of interest associaled with the individuals concerned and not the
individual items or persons themselves.

A statistical measure based only on all the units selected in a sample is called
‘slatistic’, e.g., sample mean, sample standard deviation, proportion of defectives, ete.
whereas a statistical measure based on all the units in the population is called
‘parameter’. The terms like mean. median, mode, standard deviation are called
parameters when they describe the characteristics of the population and are called
statistic when they deseribe the characteristics of the sample.

A very important aspeet of the sampling theory is the study of the tests of
significance which enables us to decide on the basis of the sample results whether (o

Hypothesis Testing

NOTES
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accepl or reject the hypothesis. A test of significance can be used to compare the
characteristics of two samples of the same type. Some of the well known tests of
significance for small samples are -test and F-test.

5.2. NULL HYPOTHESIS AND ALTERNATIVE
HYPOTHESIS

A statistical hypothesis is a statement about a population parameter. There are
two types of statistical hypothesis, null hypothesis and alternative hypothesis.

The hypothesis formulated for the sake of rejecting it under the assumption
that it is true. is called the null hypothesis and is denoted by H,. Null hypothesis
asserts that there is no significant diflerence between the bdmplo statistic and the
population parameter and whatever difference is observed that. is' merely due (o
fluctuations in sampling (rom the same population.

Rejecting null hypothesis implies that it is rejected in favour of some other
hypothesis which is accepted. A hypothesis which is accepted when H is rejected is
called the allernative hypothesis and is denoted by H,. What we intend (o conclude is
stated in the alternative hypothesis.

5.3. LEVEL OF SIGNIFICANCE AND CONFIDENCE
LIMITS

The probability level below which we reject the hypothesis is known as the ‘level
of significance’. The region in which a sample value falling is rejected. is known as the
‘critical region’ or the ‘rejection region’. We generally, take (wo critical regions which
cover 5% and 1% areas of the normal curve.

Depending on the nature of the problem, we use a single-tail test or double-tail
test to estimate the significance of a result. In a single-tail test, only the area on the
right.of an ordinate is taken into consideration whereas in a double-tail fest. the arcas
of both the tails of the curve representing the sampling distribution are taken into
consideration.

For example, a test. for testing the mean of a populatien

Hy:u=n,
against the alternative hypothesis H, : >y, (vight tailed) or H,:p< Ho (left cailed) 1s
a single tailed test. In the right. ralled test (I, : w>p,), the crmml region lies entirely
in the right tail of the sampling distribution ; while for the left tail test (H, - <py,
the critical region is entirely in the left. tail of the sampling distribution.

A test of statistical hypothesis where the aiiernatwe hypothesis is two tailed
such as :
H, 1 p =y, against the alternative hypothesis

H p=# Hy (n>p,and p < po) is known as two (atled test and in such a case the
critical rurmn is given by the portion of the area lying in both the tails of the probability
curve of the test statistic,

The value of z corresponding t0 5% level of significance is + 1,96 and corresponding
to 1% level of significance value of z is + 2.58. The sct of z-scores outside the range
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+ 1.96 and * 2.58 constitute the eritical region of the hypothesis (or the region of
rejection) at 5% and 1% level of significance respectively.

The following figure showing region of acceptance and rejection for 5% and 1%
fevel of significance.

Begion of
acceptance

Region of

)
Critical region acceptance Critical region Critical region 99% Critical region
. ot ] iy % area .
or region of 95% area or region of or region of of region of
rejection —— rejection rejection e rejection
z=-1.96 z=0 z=196 r=-2.58 z=0 z=258
{5% level of significance} {1% level of significance}

5.4. TYPE | ERROR AND TYPE [l ERROR

The ervor of rejecting H, when H, is true is called the type T error and the error
of accepting H, when Hy, is false (H, is true) is called the type 1l error. The probability
of type I error is denoted by o and the probability of type Ll error 1s denoted by B.

P (rejecting I, when H 1s true) = o

P (accepting H, when I, is true) =3

5.5. POWER OF THE TEST

A zood test should accept the null hypothesis when 1t 15 true and reject the null
hypothesis when it is false. 1 — B (i.e., 1-probability of type I error) measures how well
the test is working and is called the power of the test.

TPower of the test =1 —p.

5.6. STUDENT'S t-TEST

Letx,, ¥, ..., ¥, be a random sample of gize n (< 30) from a normal population
with mean p and variance o2. The student’s I-test is defined as
F-p
t =

S/n’

1 & o .
E' (x, — ¥)? is an unbiased
n—li ’

1% o \
where 1 = — Z x; , is the sample mean and S =

i ~
estimate of the standard deviation 6.

Hypothesis Testing

NOTES
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5.7. ASSUMPTIONS FOR STUDENT'S t-TEST
The following assumptions are made in student’s i—test. :
NOTES (f) The parent population from which the sample is drawn is normal.

(#7) The population standard deviation (o) is unknown
(717} Sample size is less than 30.

5.8. DEGREE OF FREEDOM

The number of independenti variates which make up the statistic is known as
the degree of freedom (d.f) and is denoted by v (the letier ‘N’ of the Greek alphabei).

In general the degree of freedom is defined as
d.f. = number of frequencies — number of independent constrainis on them.

5.9. TEST FOR SINGLE MEAN

Suppose we want. to test

& If a random sample x; (i=1,2 ..., n) of size n has been drawn from a normal
population with & specified mean say u or

(1) i the sample mean differs significantly from the hypothetical value p of the
population mean.

Under null hypothesis H, :

(1) The sample mean has been dvawn from the population with mean i or

(1) There is no significant difference between the sample mean 7 and the
population mean p, the statistic

_X-u
YN~

n

1 n
where Emzzx,- and S=J 1 E(xi—f)z

i=1 n_15=1

follows Student’s {-distribution with (i — 1) degrees of freedom.

We now compare the calculated value of ¢ with the tabulated value at certain
level of significance. If calculated | ] > tabulated ¢, I, is rejected and if calculated [ ¢
< tabulated ¢, I, may be accepted.

Note. We know, the sample variance

, 1 _
s'= X~ x)°
ns?=(-1 82
o §2 ¢ . 8 __s
“n n-1 nooJn-1

§
Hence, the test statistic becomes
_X-p_ x-y

t= = .
Sin  s/fn-1
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SOLVED EXAMPLES

Example 1. The mean weekly sales of soap bars in departmental stores was
146.3 bars per store. Afler an advertising campaign the mean weekly sales in 22 slores
for a typical week increased to 153, 7 and showed a standard deviation of 17.2. Was the
advertising campaign successful ¢
Solution, Here, n=22, x =153.7,s=17.2
Null hypothesis I : u = 146.3, i.e.. the advertising campaign is not. success{ul.
Alternative hypothesis H, : p > 146.3 (Right tail)
Under H,, the test statistic is
x—p
siyn-1
o 1537-1463 7.4x 21 _
72/ f22-1 0 172
Since calculated value of £ = 9is greater than che tabulated value of £= 1.72 for
21 d.1. at 5% level of significance. Ti is highly significant. So H, is rejected, i.e., the
advertising campaign was successful in promoting sales.
Example 2. Ten individuals are chosen at random from a normal population
and the heighis are found fo be in inches 63, 63, 66, 67, 68, 69,70, 70, 71 and 71. Test if
the sample belongs to the population whose mean height is 66 inches. (Given it .= 2.26

Jor 9d.f)

t= with 22 -1 =21d.f.

9.

Solution.
X X —E (x,— )2
63 - 4.8 23,04
63 - 4.8 23.04
66 —-1.8 .24
67 -0.8 Q.64
68 0.2 0.04
69 1.2 1.44
70 2.2 4. Bd
70 2.2 4.84
71 3.2 10.24
71 3.2 10.24
Ty, =678 S(x; - T)?=816
Here, n =10 .
¥. = sample mean = 2,-"—= 678 _ 67.8 inches
n 10
1 _ 1
§ = Tx; -x)? =J—x81.6
n-1 9

= 9.0667 = 3.011

Null hypothesis H, : p = 66, i.e., population mean is 66 inches
Under H,, the test statistic 18

 _E-u_ 678-66 _18x+10 _ 5692

S/n 301UY10 3011 3011

degree of [reedom=n-1=10-1=9
=226for 9 d.f

= 1.8904

f0.0S

Hypothesis Testing

NOTES
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As the caleulated value of 1£] is less than lg o5 the difference between z and p
may be due to fluctuations of random sampling. H, may be accepted. In other words,
the data does not provide any significant. evidence against the hypothesis that the
population mean is 66 inches.

Example 3. A random sample of 16 values from a normal popurlation showed
a mean of 41.5 inches and the sum of squares of deviations from this mean equal to
135 square inches. Show that the ussumption. of a mean of 43.5 inches for the
population is not reasonable. (Given t,,,. =213, 1, = 2.95 for 15 degrees of freedom)

Solution. Here, ¥ = 41.5 inches, n = 186, Z(v,— x)* = 135 sq. inches,

s:Jnil Y (x-5? =JT15->< 185=49=3

Null hypothesis Hj : p = 43.5 inches, i.e., the data are consisient with an
assumption that the mean height in population is 43.5 inches.

Alternative hypothesis H, : u # 43.5 inches

Under H, the test statistic 1s

x-p
b= siin
(o] = |415-435] 2x4
3/¥16 3
degrees of freedom=n—-1=16-1=153

We are given #54; = 2.13 and 1, = 2.95 for 15 degrees of freedom.

Since caleulated 1] is greater than iy . = 2.13, null hypothesis H, is rejected at
5% level of significance and we conclude that the assumption of mean 43.5 inches for
the population is not reasonable.

Remark. Since calculated |£] is less than Iy 0y = 2.95, null hypothesis H; may be ac-
cepted at 1% level of significance.

= 2.667

S5.10. t-TEST FOR DIFFERENCE OF MEANS

Given two independent random samples x @ =1, 2 ... , ) and
y0=12 .. , ny) of sizes iy and n, withmeans ¥ and 7 and standard deviations S,
and 5, from normal populations with the same variance, we have to test the hypoihesis
that the population means are same. In other words, since a normal distribution is
completely specified by its mean and variance, we have to test the hypothesis that the
two independent samples come from the same normal population.

The statistic is given by

= —=2
S i.i._].'._
nl n2
1 1 &
where T=— 2, % :¥y=— ) y;
n1f=21 ‘ "’2;; ’
1 4 0 Al
and S = Gty — 2y [0 = D85+ (= 1Sy
. 1 iy Lir]
or 2= — e |Y (=32 + Y (y;,-3)?
ny+ng ~2 Z:I ' _;2‘1 g

follows Student’s t-distribution with (n, + n, = 2) dogrees of freedom.
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If the calculated value of 1{| be > tabulated ¢, the difference between the sample
means is said to be significant at certain level of significance ; otherwise the data are
said to be consistent with the hypothesis.

5.11. PAIRED t-TEST FOR DIFFERENCE OF MEANS

If the size of ihe (wo samples is the same, say equal (o n, and the daia are

paired, i.e. (x.y), (=1,2,..., n)corresponds to the same ith sample unit. The problem
is to test if the sample means difler significantly or not.
Here, we consider the increments, d,=x;,—y, . (= 1.2, ..., n).

Under the null hypoihesis H, that increments are due to fluctuations of sampling,
the statistic

= d
S/dn’
1v 1 & _
where d=— E d; and §%= 1 (d; ~d)*
i L .

follows Student’s {-distribution with (n — 1) degrees of freedom. If 2d; is negative, we

may consider | d |. This test. is generally one tailed test. Therefore. the alternative
hypothesis is H, :p, > p, or H,:u <p,

SOLVED EXAMPLES

Example 1. The following data related to the heights (in cms) of tio different
varieties of wheat planis.

Variety 1 63 65 68 69 Fi 72
Variely 2 61 (¥4 65 66 63 69 70 71 72 73

Test the null hypothesis that the niean heights of plants of both varieties are the
same.
Solution. Given n; =6, n, = 10
Null hypothesis Hy: u, =u,
Alternative hypothesis | @y, >y, (right tail)
Under H, the test statistic is given by
x-y
S i + .L
n; nRg

=

Ihypothesis Testing

NOTES
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Statistical Analysis Variety 1 Variety 2
x xX—¥ =x-68 (x—x)° ¥ Y-y =y-—67 r—-¥)?
63 -5 25 61 -6 36
NOTES %3] -3 9 G2 -5 25
G8 0 0 65 - 4
89 1 I 65 -2 4
71 3 9 GG -1 1
, 72 1 16 66 ~1 1
Ix =408 Zix— %) 70 3 g
=60 70 3 g
72 5 25
73 6 36
Iy =670 Ziy— ¥)2=150
1 408 1 670
= —— XX = ——— = V=" ¥y =— " — 7
x 7y i 6 G3 Y 1y Yi 1 67
1
o e [V )2 LY
St= oy S - B)E 4 2 - 57
1 210
= ———- |60+ 157 =——=]5 5=13.8%;
6+10-2 [60 + 150]) 14 15 = 8=13873
xX-y 68 —67
= x1 = T : 16 T 3873 x105164 = 0499
S [—+— 3.873J—+— ’ )
nl n2 6 10

Tabulated {, .. for 14 degrees of freedom for single tail-test is 1.76.

Since calculated value of ¢ is less than 1.76, it is not a all significant at 5% level
of significance. Hence, H;, may be accepied and we conclude that the height of the
plants are not different at 5% level of significance.

Example 2. The mean values of birth weight with standard deviations and
sample sizes are given below by socio-cconomic status. Is the mean difference in birth
weight significant betu.een socio-economic group ?

High socio-economic graph Low socio-gconomic group
Sample size n; =15 n, =10
Birth weight (hg) X =291 ¥y =226
Standard devigiion S, =027 5,=022

Solution. Given n=15,n,=10, ¥ =291, ¥y =226
S; =027 and 8, =0.22

Null hypothesis H,: U =y

Alternative hypothesis H, : p, > By (right tail), i.e. high socio-economic group
is superior to low socio-ccononie group.

Under H,, the test statistic is

-3
1 1

S |—+—
ny flg

t=
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1
b A, -1 S.2 182
S n1+n2—2-{(u‘ 1) S,2+ (1, ~ 1) 8,7
1 _
= [{15= 1% {022+ (10— 222
1073 (15— DX Q277+ (10— 1 x (0.2
_ 1.0206 +0.4356 _ 1.4562 0,063
B 23 23 7
= S5=0.25
_291-226  065x150 _ 065x245 _
- T omnds 0z o
025 J—+— )
15 10

Tabulated vatue of { for 23 degrees of freedom at 5% level of significance for
right tailed test is 1.71. Since calculaied f is much greater than tabulated ¢, it is highly
significant and Hy is rejected and conclude that mean of high group is greater than
low group.

Example 3. In a test examination given to two groups of students, the marks
oblained were as follows :

Groupl |25 32 30 34 24 14 32 24 30 31 35 25

GroupIT | 44 34 22 1o 47 31 40 30 32 35 18 21 35 29 22

Examine the significance of difference between. the arithmetic average of marks
secured by siudents of the two groups.

Solution. Here, n, =12, n, =15
Null hypothesis Hy:py =4y
Alternative hypothesis H, : i, # i, (two-tailed)
X T—-x =x—28 (x—x)° ‘ ¥ y-¥ =y-30 (v— ¥R
25 -3 9 ' 44 14 196
32 4 16 34 4 1G
30 2 k| 22 -8 64
34 6 36 10 -20 400
24 -4 16 47 17 489
14 -14 196 31 1 1
32 5 16 40 10 100
24 -4 16 30 0 0
30 2 4 32 2 4
31 3 9 as 5 2h
35 7 49 18 -1z 144
20 -3 9 21 -8 81
Ta=336 | x—x)=0 S(x-x)*=380 35 51 25
29 -1
22 -8 64
Ty=450 | Z(y-¥)=0 |Z(y-¥y)’=1410

Hypothesis Testing

NOTES
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f=n—1'2:ci=—12 =28, y=g£yi=?=30

Under H, the test statistic is
£-3
S i + i
Ry N
1

5% = Pa— Ex -2+ -3
, -

=

1790

3 [380+ 1410] = =

T 12+15-
= S=846
30 - 28

716

= =0.61
8.46 1 + 1 846x0.387

12 15
Tabulated value of t, ,; for 25 degrees of (reedom is 2.06.
Since ealculated value of 1 is less than tabulated value of f at 5% level of

significance. I, may be accepted and we may conclude that. two averages do not. differ
significantly.

Example 4. Memory capacity of 8 shudents was tested before and after training.

State ut 5% level of significance whether the training was effective from ihe followin
g F4

BCOres
Student 7 2 3 ¥ 5 6 7 8 | motat
Before 49 52 51 59 47 50 52 53 407
After 52 55 52 53 50 54 54 53 123

Use paired i-test for your answcer,
Solution, Let v denotes the scores before training and y denotes the scores

alter training.

Null hypothesis H, : 4, = p,, i.e. there is no significant difference in the scores

before and after the training. In other words, the given increments are just by chance
(fluctuations of sampling).

Alternative hypothesis I, : My <, (to conclude that training has been effected)

(One rail)

Studenlt Score before Score after d=x-x d?
training (x) training (v)
I 49 52 -3 9
2 53 55 _9 4
3 At 52 -1 i
4 52 53 -1 1
5 47 50 -3 9
6 50 o4 -3 16
7 a2 o4 -2 1
8 53 53 0 0
Td=-16 Td? = 44
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Under 11, the test statistic is

i=1 8
S2=*—1—i(dv—c?)2= - [£d? - n(d )]
’ 1'1—11.=1 ' n-1 ' ‘
1 44-32 1
7 144 -8% (- 27 = =2 <174
7 7
= 8_]31
|d] -2 2x283

=4.32

t —
=g m T B T s

Tabulated ¢, for (8 — 1) = 7 degrees of freedom for one tail test 1s 1.90.

Since calcalated value of £ is greater than the tabulated ¢, I, is rejected at 5%
level of significance. Hence, we conclude that the scores differ significanily before and
after the training, i.e. training was cffected.

Example 5. A cerfoin drug administred to 10 patients showed the following
additional hours of sleep :

10,05 27 -06, 1.2 1.8 16 35 02 -17
Can. it be concluded that the drug does produce additional hours of sleep 2
Solution. Here, d. are given as
d,=x,-y,=—-10,0527,-06, 1.2, 1.8, 1.6,3.5,0.2. - L7

n=10
7= Zd; _—1.0+0.5+2.7——0.6+ 12+18+16+3.5+02-17
. T on 10
:2_08
10

TA2=1+025+7.29+ 036+ 1,44+ 3.24+ 256+ 1225 + 0.04 + 2.89 = 31.32

Null hypothesis H, : 4, =1, i.e. the drug does not. produce any additional hours
of sleep.

Alternative hypothesis H, : i, <, i.e. drug is effective (one tail).

Under H,,. the test statistic is

d
stE

=

a

-d)? = L [zd?—n(d)}

=%[31 32 - IO><(082)2]"—[31 32-6.724] = 2,733

= S=1.653

_0.82x410 2593

1653 1653 07
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Tabulated {, ;. = 1.833 with (10— 1) degrees of freedom at 5% level of significance.

Since calculated value of f is ess than the tabulated , H, is accepted at 5% level
of significance. Hence, we conclude that the drug do not produce additional hours of
sleep. :

EXERCISE 5.1 )

L. Abrand of matches is sold in boxes on which it is claimed that the average contents sre
40 malches. A check on a pack of 5 boxes gives the following results :

41, 39, 37, 40. 38

i) Test the manufacturer's claim keeping the interests of both the manufacturer and
the customer in mind.

(11) As a customer test the manulacturer's claim.

o

A sample of size 10 drawn from a normal population has a mean 31 and a variance 2.25.
I it reasonable to assume that the mean of 1he population is 30 ? (Use 1% level of
significance).

3.  Arandom sample of size 10 from & normal population with mean p gives a sample mean
of 40 and sample standard deviation of 6. Test the hypothesis that p = 44 against W #-44
at. 5% level of significance.

4. Anew drug manufucturer wants lo market a new drug only if he could be quite sure that
the mean temperature of a healthy person taking the drug could nat rise above 98.6°F
otherwise he will withhold the drug. The drug is administered to a random sample of 17
healthy persons. The mean temperature was found to be 98.4°F with a standard deviation
of 0.6°F. Assuming that the distribution of the temperature is normal and =001, whal
should the manufacturer do ?

5. The marks of students in two groups were obtained as

I 18 20 36 50 49 35 34 49 41

i 29 28 26 35 30 44 46

Test whether the groups were idontical.
(Given t, . = 2.14 for 14 degrees of frecdom)

6. Two different Lypes of drugs A and B were tried on certain patients for Increasing weight.
5 persons were given drug A and 7 persons were given drug B. The increase in weight in
pounds is given below :

Drug A 8 12 13 g 3

Drug B 10 8 12 15 & 8 11

Do the two drugs differ significantly with regard to their effect in increasing weight.
(Given ty o = 2.23 for 10 degrees of freedom)

7. The mean life of a sample of 10 electric light bulbs was found to be 1456 hours with
standard deviation of 423 hours. A second sample of 17 bulbs chosen from a different,
batch showed a mean life of 1280 hours with standard devialion of 398 hours. s Lhere a
significant difference between the means of the two batches ?

{Given {; .. = 2.06 for 25 degrees of freedom)
8. Toverify whether a course in Statistics improved performance, a similar tost was given
~ Lo 12 participants both before and after the course. The original marks recorded in
alphabetical arder of the participants were 44, 40, 61, 52, 32, 44, 70, 41, 67, 72, 53 and
72, After the course. the marks were in the same order 53, 38, 63, 57, 46, 39, 73, 48, 73,
74, 60 and T8 Was the course useful ?

{GGiven {5, = 2.201 for 11 degrees of {reedom)
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9. A certain medicine given to each of the 9 patients resulled in the (ollowing increase of
blood pressure. Can it be concluded that the medicine will in general be accompanied by
an increase in blood pressure,

7.3,-1.4,-8,5,6,-4,-1}
(Given 4, = 2.306 for 8 degrees of {reedom)
Answers
1. () Accept manufacturer ‘s claim (ii} manufacturer’'s claim is justified.
2. Yes 3. Accept null hypothesis

4. The manuf{acturer should market the drug 5. Two groups are identical
6. No 7. No 8. Yes 9. No

5.12. F-TEST

This {est. uses the variance ratio to test the significance of difference between
two sampled variances. F-test. which is based on F-distribution is called so in honour
of a great statistician Profl. R A, Fisher.

Letx;, Xy, oo, Xppand ¥, 0. o . ¥m, be the values of two independent. random

samples drawn from the same normal population with variance ¢ Then, we define
variance ratio F as follows :

I Sl2 1
I? ="S—2§- 05, > 8,
1 ¥
2
where 8,2= (x; = X)
n -1 i1
1 < 2
822= E(y:_y)
ng-1i31

and ¥, ¥ are the sample means.
The distribution of varianee ratio F with v, and v, degrees of freedom is given

()
2
— Yo F
Y= {vl + vy ] !
\"
1+—-LF
Va
where y, is so chosen that the (otal arca under the curve is unity.
The parameters v, and v, represent degrees of freedom. For samples of sizes n
p 1 2 TEP 1
and n,, we have

by

v, =, —1 and v,=n,—1L

5.13. PROPERTIES OF F-DISTRIBUTION

() The value of F cannot. be negative as both terms of F.ratio are the squared
values.
(i) The range of the values of F is from 0 (0 e,
(iif) The F-distribution is independent of the population variance o’ and depends
on v, and v, only.
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Statistical Analysis * The F-distribution for various degrees of freedom v, and v, is given in the
following table :
Table : Values of F for 5% and 1% level, where v, is the number of degree of
freedom for greater estimate of variance and v, for the smaller estimate of variance.

NOTES

S3.14. PROCEDURE TO F-TEST

() Sct up the null hypothesis Hy= 6,2 = 6,2 = 6%, i.e. the independent estimates
of the common population variance do not differ significantly.

(i) Find the degrees of freedom v, and v, given by vi=n, —landv,=n,~-1
respectively.

(fify Calculate the variances of two samples and then calculate F.
(fr) From F-distribution table note the value of F for v 1> ¥y degrees of freedom at
the desired level of significance. )

(1) Compare the calculated value of F with tabulated value of I at the desired
level of significance. If the calculated value of F is less than the tabulated value, then
the difference is not significant and we may conclude that the same could have come
from two populations with the same variance i.e., accept H,, otherwise rejeet H,,.

5.15. CRITICAL VALUES OF F-DISTRIBUTION

The available ['-table give the eritical values of F for the right-tailed test. i.e. the
eritical region is determined by the righi-tail areas. Thus, the significance value
¥, (v), vy at level of significance and (v,: v,) degrees of freedom is determined by

P[F>F, (v, v,))] = 0, as shown below :

P(F) 4

Critical value

Acceptance o _
region (1 — a} Rejection region

(a)

Fu("'l . VQ)

SOLVED EXAMPLES

Example 1. i one sample of size 8 the sum of the squares of deviations of the
sample values from the sample mean is 84.4 and in the other sample of size 10 it is
102.6. Test whether this differénce is significance at 5% level. Given that for v, =Tand
V=9, F, =329

Solution. Here, n,=8n,=10

and I(x—-x)2=84.4, I(y - ¥} = 102.6
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1 1
$.2= Sx—x)i= = xB4.4=12057
L =% 7 ’

L vy 5=Lx1026= 114

np -1 9 NOTES

Under H,: 6,*= 6,2 = o2, 1.e. the estimates of 6% given by the samples are
homogeneous,

S, =

_8,° 12057 _

F=
S, 114

1.057

For v, = 7T and v, = 9, we have F, o = 3.29. Since calculaled value of F is less

than Fy .. H, may be accepted at 5% Jevel of significance.

Example 2. Tiwo random samples gave the following information :

Sample Size Sample mean Sum of squares of
deviations from the mean

10 i5 50
2 12 14 108

Test whether the samples have been drawn. from the same normal population.
Given that for vy =9 and v, = 11 F, o = 2.90 (approx.).

Solution. Here, n, =10, n,=12, £ =15,y = 14
YT—x)2=90;Z(y—- ¥ =108

1
- ==x90 =10

1
Sz = - §P= 57 x 108 =9.82

1
ny —1
Under H; : 6,2 = 6,2 = 0% i.e. two samples have been drawn [rom the same
normal population.
8% 10

F—S—22=m = 1.018

For v, =9 and v, = 11, we have ¥ - = 2.90.

Since calculated value of F is less than F o it is not significant. Hence, null
hypothesis H, may be accepted.

Example 3. The samples of sizes 9 and 8 give the sum of squares of deviations
from their respective means equal o 160 and 91 square units respectively. Test whether
the samples-have been drawn from the same normal population. Given thal for v, =8

—_ . = fod
andv,=7;F,,. =373

Solution. Here, n, =9, n,, = 8, Z(x - x)? = 160, £y — ¥)* =91

1 .
82 = Sx—-x)2 = % x 1680 =20

1 1
L 2o ~ F)2 == %91 = |
S2= 5 S0-F7 =5 13
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Statistical Analvsis Under I, : 6,% = 6,2 = 6% , i.e. two samples have been drawn from the same
normal population.

0
F==%=—>=1.54 (approx.)
NOTES 8,° 13
Forv, =8and v,= 7, we have F, . = 3.73
Since caleulated value of I is less than F . it is not significant. Hence, H, may
be accepted.

0.05

Example 4. Tuwo samples are drawn. from tiwo normal populations. From the
following data lest whether the tivo samples have the same variances at 5% level of

significance,
Sample ] 60 63 71 7 76 82 85 87
Sumple 11 61 66 67 43 78 88 86 45 63 a1

Solution. Here, n; =8, n, = 10
Under M : 82 = 82 i.e. two samples have the same variance.
QLG 2
H 8528,

Sample-I Sample-11
x x-x (x— %) ¥ Y- (y-%)°
a0 60-75=~15 225 531 61-77=—-18 256
60 65-70=-10 106G 606 66—7T=-~11 121
71 T1-Ta=-4 16 G7 6777 =-10 100
74 Td-75=-1 1 85 85-77=8§ 64
76 7T6-75=1 1 78 T8-77=1
82 82-75=7 49 88 B8-77=11 121
85 B5-i5=10 100 86 86-77=9 81
87 87-75=12 144 85 85-77=8 84
63 63-77=-14 [~ 19
91 91-77 = 14 196
v =600 Sa—F)? Sy =770 Ty 7)2
= 636 = 1200
__Ix 80 Ty 770
*Tph 8 °F Y n, 10 T
o . 63 _
Variance of sample-1=8 2= ] La-x)2= recia 90.857
. — 1200 .
T 7Y e - =0 % — . 2=_= ERIER
Variance of sample-I1I = 8, — Ty—- ¥y 01 1:33.33

po 82t _ 13333
S,2  90.857
Forv, =7 and v,=9, we have F . = 3.29.

= 1.467

Since calculated value of F is less than F ., H) may be accepted, i.e. the samples 1
and IT have the same variance.
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EXERCISE 5.2

In a sample of 8 observations, the sum of squared deviations of items from the mean was
94.5. In another sample of 10 observations, the value was found to be 101.7. Test whether
the difference is significant at 5% level.

The following are the values in thousands of an inch obtained by two engineers in 10
successive measurements with the same micrometer. Is one engineer significantly more
consistent than the other ?

Engineer A 503 /05 487 505 495 502 499 493 510 501

Engineer B 502 497 492 498 499 495 407 4868 498

The nicotine content. (in milligrams) of two samples of tobacco were found to e as follows :

Sample A 24 27 %6 2l 25
Samyple B 27 30 28 a1 22 36

Can it be said that the two samples come {rom the same normal population ?
The daily wages in T of skilled workers in two cities are as {ollows :

Cily Size of sample of workers 5.D. of wages in the sample
A 16 25
B 13 32

Test. at 5% level of significance the equality of variances of the wage distribution in the
two cities.

The time taken by workers in performing a job by methods I and Il is given below :

Method I 20 16 26 27 23 22 -

Method II 27 33 42 35 32 34 38

Do the data show that the variances of time distribution from population from which
these samples are drawn do not differ significantly ?
Two random samples drawn from two normal populations are given below :

Sample I 683 65 68 69 71 72 - - - -

Sample I 63 62 G5 66 69 69 70 71 72 73

Test. whether the two populations have the same variance at 5% level of significance.

Answers
No 2. Not significant. 3. yes
Accepted 5. Not. significant 6. Yes.

Hypothesis Testing

NOTES
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NOTES

For practical purposes a sample is taken as a large sample if n > 30. Under
large sample test there are some important tests to test the significance. These tests
are as follows :

L. Test of significance for proportion

() Single proportion @1} Difference of proportions
2. Test ol significance for single mean.
3. Test of significance for differences of

(1) Means {i1) Standard deviations.

5.16. TEST OF SIGNIFICANCE FOR PROPORTION

(f} Single proportion

This test. is used to test the significant. difference between proportion of the
sample and the population.

Let X be the number of successes in nindependent trials with constant probability
P of ‘success for each trial.

We have E(X) = 1P and V(X) = nPQ, where =1-P = probability of failure

Now, p= " {p = observed proporiion of suceess)
Now, EQ) = E[E) “lexy =" _p
n n n
1 nPQ PQ
r - V[ =] = — V{X}) = = —
V(p) [ J nZ (X} n2 n
S.E (p) = E_
1A
p-Ep p-P
= = ~ N}, 1
SE (p) JPQ ©-D
Hn

where E — expected value, V — Variance and S.E. — Standard error
7 is called a test statistic which is used to test the significant difference of the
sample and population proportion.

Note 1. The probable Limits for the observed proportion of sueccess are Ew=Z, (Vip)

’P
te. P+Z —Q , where Z_ is the significant value ai the leve] of significance .
n

2. If P is not known then the probable limiis for the proportion in the population are

piz, P2

n
3. If t is not given, then we can use 36 limits, Hence, probable limits for the observed

proportion of success are P+ 3 L] and probable limits for the proportion in the population are
n

pE 31‘E— .
n
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4. A set of four selected values'is commonly used for o. Each o and corresponding Z, and Hypothesis Testing

2, values are given in the following table :
For two-tailed test For one-tailed lest
o Zuf2 o ZO.
0.20 1.282 0.10 1.282
0.10 1.645 0.05 1.645
0.05 1.960 0.025 1.960
0.01 2.576 0.0} 2.326

(ii) Difference of Proportions

This test is used to test the difference between the sample proportions.

Let two samples X, and X, of sizes n, and i, respectively taken from two different.
p 1 2 1 2 3

ons Sy _X
populations, then p, = - and p, =",

To test the significance of the difference between the sample proportions p, and
p, we set the null hypothesis H,, that there is no significant. difference between the

1 gy

¢wo sample proportion,
Under the null hypothesis Hy, the test statistic is

= P— Dy .where P =

mpy tRaPy

1 1 m t "£2
"Il ”2

and Q=1-P

If sample proportions are not. given, we set the null hypothesis

under H, the test statistic 18

Example 1. A coin is tossed 324 times and the head turned up 175 times, Test

Hy:p,=p,
= Pr-Py ,whereQ, =1-P and Q,=1-P,,
PQ,  PQ,
n g

SOLVED EXAMPLES

the hypothesis that the coin is unbiased.
Solution. Null hypothesis H, : the coin is unbiased ..,

1
F=3

Here, i = 324, X = Number of heads = 175

> =prob. of getting a head n a loss =

2

NOTES
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NOTES

1

_ X-E(X) _ X-HP B 175—324)(-2-
" SEof X -
¢ VRPQ  fyp 1.1
2 2
3
= —lé— =144 <196
Smee | Z | < 1.96, null hypothesis is accepied at. 5% level of significance. Hence

the coin is unbiased.
Example 2. 4 dieis thrown 1000 times and a throw of 5 or 6 was obtained 420
times. On the assumption of random throwing do the data indicate an unbiased die ?
Solution. Null hypothesis I, : the die is unbiased
Under M. P = probability of getting 5 or 6
1 1 1

= —t— = =

6 6 3

w|ba

1
=]l-P=]~—=
Q=1-P=] 3
Here, n = 1000, X = Number of success = 420

Ly J—

1

X-np _420-1000%2  499_33333 8667 sl

= = = = . D
JnPQ J 1.2
1000 x = x <
0x3x3

J222222 1491
Since | Z | = 5.813 » 3 (Maximum value of 7), H, is rejected i.e., the die is

biased.
Example 3. A manufacturer claims that only 1% of his products supplied by

fitmi are (h’feﬂu e. A random sample of 600 producis contained 36 defectives. Test the
claim of manufactirer.

36
Solution. Here p = sample proportion of defeciives = 500 = 0.06

- 4
P = proportion of defectives in the population = 100 = 4.04

Q=1-P=1-0.04=0.96
1 =600
Nuil hypothesis H; : P = 0.04 is true i.e., the claim of manufacturer is right

-P _ .006-004 _ 002

=25
JPQ JO 04 x096  0.008
600
If we set the alternative hypothesis H, : P # 0:04 we apply two iailed test.
Since | Z | = 25 > 1.96, H, is rejected at 5% level of significance

i.e., manulacturer’s claim is not acceptable.

H we set the alternative hvpothesis H, : P> 0.04 we apply right tailed test.

| Z1=2.5>1645, H, is rejected at. 5% level of significance. i.e., manufacturer’s
claim is not acceptable.

Example 4. 500 apples are taken. at randon front a large bashel and 65 are
found to be bad. Find the S.E. of the proportion of bad ones in a sample of this size and

assign limits within which the percentage of bad apples most probably lies.
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Solution. Here, n = 500, X = number of bad apples in the sample = 65
. . 65
p = proportion of bad apples in the sample = 500 0.13 and
g=1—p=1-0.13=0.87
The proportion of bad apples P in the population is not known.
Wecan takeP=p=013,Q=¢=087and N=n =500

S.E. of proportion = JE = JE—M =0.015
N 500

Limits for proportions of bad apples in the population is

PQ 013 x0.87 _ .
+ 3, ]— = 3£3,)]—— = ; D45 =017 (85
P 31‘ N 0.13 1‘ =00 0.13x0.045=0.175 and 0.085

= 17.5% and 8.5%.
Example 5. A maufacturer claimed that ot least 95% of the equiipment which
he supplied to a factory conformed to specifications. An examination of a sample of 300
equipments revealed that 27 are faulty. Test his claim al a significance level of (i) 5%
(i) 1%.
Solution. Here,
X = number of equipments conforming (o specifications in the samples
=300 - 27 =273

- . . . 273
p = sample proporiion conforming to specifications = 300 0.91

Null hypothesis H, : P = 0.95 (the proportien of equipments conforming to
specification in the population is 95%)
Q=1-P=0.05
H, : P <0.95 (at least. 95% conformed to specification)
., p-P _ 091-085 _ -0.04

~l

= = _ — : . l'-' =
PQ Jo.gs <005 _ oolze ~ 1T
n 300

1 Z1=]-3175 1 =3.175

(f) Since the H, is one tailed and the significant value of Z at 5% level of
significance for one tail is 1,645,

Now | Z 1= 3.175 > 1.645, H; is rejected i.e.. manufacturer’s claim is not
accepiable.

(i) The significant value of 7 at 1% level of significance for one tail is 2.33.

Now | Z | = 3.175 > 2.33, I, is rejected f.e.. manufacturer’s claim is not
acceplable.

Example 6. Before an increase in excise duty on tea, 100 people out of a sample
of 300 persons where found to be fea drinkers. After an increase in the excise duly,
100 persons were knoun lo be tea drinkers in.a sample of 600 people. Do you think that
there has been a significant decrease in the consumpiion of tea after the increase in the
excise duty ?

Solution. Here ny = 500, n,=600

X, =400, X, =400

Hypothesis Testing

NOTES
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NOTES

Y

‘ - e 400 4
p, = proportion ol drinkers in first sample = 500 5 0.8
400 2
D, = proportion of drinkers in second sample = 003" 0.67

Since proportion P of the population is not given, it. can be estimated by using

poP1t Py _400+400 800 8
"~ my+nm,  500+600 1100 11

8 3
=1-P=]-— =
and Q 11 11
Null hypothesis 1, : P, =P, (there is no significani. difference in the consumption
of tea before and after increase of excise duty)

Alternative hypothesis H, : P, > P, (right tailed test), under H, the test statistic

P~ Py _ 0.8 -067 013

pol Ly L Exi(i+_1_J 0027
n,  ng 11 11\ 500 600

Since | Z | =4.815> 1.645 also | Z | = 4.815 > 2.33 at both the significant
values of 7 at 5% and 1% level of significant respectively, H,) is rejected i.e., there is a
significant decrease in the consumption of tea due 10 increase in excise duiy.

4.815

Example 7. During a country wide investigation the incidence of a chronic decease
was found Lo be 1%, In a village of -100 strength 5 were reported to be affected where-as
inanother village of 1200 strength 10 were reported to be affected. Does this indicate
any significant difference.

Solution. Here. P=001 and Q=1-P=1-0.01=099

5 :
n, =400, p, = 200 0.0125

. 10
ng, = 1200, p, = 1200 0.0083

Null hypothesis H, : P, = P, (there is no significant difference)
Alternative hypothesis H, : P, # P, (two tailed test)

Under H, the test statistic 7= Dy~ P2 = 0.0125 - 00083
Pl L.+ L J0.01x0.99 (iaf_L]
ny ny 400 1200
0.0042 .
= 000574 - 0.732

Sinee | Z | =0.732 < 1.96, null hypothesis is accepted at 5% level of significance.
IHence the difference is not. significant.

Exampile 8. 500 articles from « factory are examined and found io be 2% defective.

800 similar articles from a second factory are found to have only 1.5% defectives. Can it
reasonably conclided that the products of the first fuctory are inferior to those of second ?
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Solution. Here, n, = 500,

p, = proportion of defectives from first factory = 2 . 0.02

n, = 800,
. . 15 o
p, = proportion of defectives from second factory = — = 0.015

Since proportion P of the population is not given it can be estimated by using
p= mpy+ngps  10+12 22
ny +ng 500 + 800 1300
and Q=1-P=1-0017=0.983

Null hypothesis H;, : P, = P, (there is no significant. difference between the
products of {irst- and second factory)

=0.017

Alternative hypothesis H, : P, # P, (two tailed test)
Under H, the test statistic

ge__P1=Ps _ _ 0.02 - 0015
pql L+ L J0.017 xo.983(-3—+LJ
n o ng 500 800
0.005
T 000737 0.678

Since | Z | =0.678 < 1.96, null hypothesis is accepted at. 5% level of significance.
Hence there is no significani difference between the products of first and second factory
i.e., the products of the {irst factory are not. inferior to.those of second.

Example 9. A manufacturing firm claims that its brand. A products outsells its
brand B products by 8%. If it is found that 84 out of a sample of 400 persons prefer
brand A and 36 out of another sample of 200 persons prefer brand B. Test whether the

9% difference is a valid claim,

Solution, Here, n, =400, n, = 200

p, = proportion of preference of brand A= 200 - 0.21
», = proportion of preference of brand B = 200 = 0.18
P= npy+ngpy  84+36 120 —09
T ongtny 400+200 600
and R=1-P=1-02=08 -
Null hypothesis H, : 8% difference is there in the sales of brand A and
brand B i.e., P, -P,=0.08 . N

Alternative hypothesis H, : P, — P, # 0.08 (two tailed test)

Hypothesis Testing

NOTES
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Under H the test statistic
7 = (pr-py)-(P-P;)  (0.21-0.18)-(0.08)

pg L1 0.2x0_.8[i+i)
n 400 200

005

T 00346

Since | Z | = 1.44 < 1.96, null hypothesis is accepted at 5% level of significance.
Henee the claim of 8% difference in the sales of brand A and brand B is valid.

- 1.44

Example 10. In two large populations there are 30% and 25% respectively of
fair haired people. Is this difference likely to be hidden in samples of 1400 and 1000
respectively from the Livo populations,

Sol. Here, n, = 1400, n, = 1000

. . . . . 30
P, = proportion of fair haired in the firsl population = 100 = 0.3

o : . . 2 .
", = proportion of fair haired in the second population = — = .25

G =1-P;=1-03=07,Q,=1-P,=1-0.25=0.75
Null hypothesis I, : p, =p, (Sample proportions are equal) i.e., the difference in
population proportions is likely (o be hidden in sampling.
Alternative hypothesis H, : p, # P, (iwo tailed test)
Under H, the test statistic is

y=___Pi-P _ 0.30 - 0.25
PQ; |, PQ, Jo.s x0.7  0.25x0.75
ny ny 1400 1000
0.05
=——— =27
001837 =

Smee | 7 | =2.72> 1.96, null hypothesis is rejected at 5% level of significance.
Hence at 5% level of significance ihese samples will exhibit the difference in the
population proportions.

EXERCISE 5.3

L Acoin was tossed 400 times and ihe head turned up 216 timnes. Test the hypothesis chat
the coin is unbiased. '

2. In a hospital 525 female and 475 male babies were born in a month. Do those figures
confirm the hypothesis that females and males are born in equal number ? 1

3. A die is thrown 10000 times and a throw of 3 or 4 was obtained 4200 times. On the
assumption of random throwing do the data indicate an unbiased die ?

4. Given that on the average 4% of insured men of age 65 die within a vear and that GO of
a particular group of 1000 such men (age 65) died within a year. Can this group be
regarded as a representative sample ? _

8. 325 men out of 600 men chosen from a big city were found o be smokers. Does this
" information support the conclusion that the majority of men in the city are smokers ?
6. Arandom sample of 400 apples is taken from a large basket and 40 are found to he bad.
Estimate the proportion of bad apples in the basket and assign limits within which the

percentage most probably lies.
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7. A manufacturer claimed that at least 93% of the equipments which he supplied to a Hypothesis Testing
factory conformed to specifications. An examination of a sample of 200 pieces of
equipments revealed that 18 were faulty. Test the manufacturer’s claim at a level of
significance () 5% (i) 1%.

8. 1000 articles from a factory are examined and found to be 2.5% defective. 1500 similar NOTES
articles from a second factory are found to have only 2% defectives. Can it reasonably
concluded that the products of the first factory are inferior to those of second ?

9. A manufacturing firm claims that its brand A product outsells its brand B produet. by
8%. If it is found that 42 oul of a sample of 200 persons prefer brand A and 18 out. of
another sample of 100 persons prefer brand B. Test whether the 8% dilference is valid
claim.

10; In asurvey on a particular matter in a college, 850 males and 560 females voted. 500 males
and 320 females voted ves. Does this indicate a significant difference of opinion between
male and female on this matter at 1% level of significance ?

11. Two samples of sizes 1200 and 900 respectively drawn from two large populations. In
1he two large populations therve are 30% and 25% respoctively of fair haired people. Test.
whether these two samples will reveal the difference in the population proportions.

12. DRefore an increase in excise duty on fea 800 persons out of a sample of 1000 persons
wesre found 1o be tea drinkers. After an increase in excise duly'800 people were tea
drinkers in a sample of 1200 people. Test whether there is a significant. decrease in the
consumption of tea after the increase in excise duty.

Answers
1. I, is accepted at 5% level of significance
2. Yes, M is accepted at 5% level of significance
8. His rejected 4. Hy is rejecred
5. Hyis rejected at 5% level of significance 6.85:11.5
7.  Using left tailed test. H is vejected at both 5% and 1% level of significance
8. No. H is accepted 9. H, is accepted
10. H,is accepted 11. H, is rejected at 5% level of significance

12. H, is rejected.

5.17. TEST OF SIGNIFICANCE FOR SINGLE MEAN

This test is used (o test the significant difference between sample mean and
population mean.

Let X, X,. ..., X, be a random sample of size » {rom a normal population with
mean u and variance ¢2.

The standard error {S.E.) of mean of a random sample of size n from a population
is given by

4] . . .
SE (x)= :/f’ where ¢ is the standard deviation of the population.

We set. the null hypothesis H; that the sample bas been drawn from a large
population with mean t and variance 62 i.e., there is no significant difference between
the sample mean (x) and population mean (u).
‘ Under the null hypothesis H, the test statistic is
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If standard deviation of the population (o) is not known, we use the test statistic
given as
N ad . .
Z= , where s is the standard deviation of the sample.
siNn

Note. The limits of the pepulation mean u are given by ¥ % Zy ,-\70;- fe.,
n
— o = o
X -2, —==sU=Ex+tZ, . —
- *dn

These limits are called the confidence limits for p.

SOLVED EXAMPLES

Example 1. 4 normal population has a mean of 6.8 and standard deviation of
1.5. A sanple of 400 members gave a mean of 6.75. Is the difference significant ?

Solution. Here, n=6.8, X =6.75, 6= 1.5. 1= 400

Null hypothesis H, : X = u (there is no significant difference between ¥ and K)

Alternative hypothesis H, : there is a significant difference between ¥ and g

¥x-u 675-68 0.05 -
2= rdn = 1514400 =~ gors — 067

Since | Z [ = 0.67 < 1.96 H,, is accepted at 5% level of significance. Hence there
is no significant difference between 3 and p .

Example 2. A random sample of 400 members has a mean 99. Can il be
reasonably regarded as a sample from a large population of mean 100 and standard
deviation 8 at 5% level of significance ? -

Solution. Here, u=100. x =99, 6 = 8, n =400

Null hypothesis H, : the sample is drawn from a large population with mean
100 and standard deviation 8.

Alternative hypothesis I, : u# 100 (two tailed test)

-l 99-100 1

o/n ~ 8/J400 T 04

Since | Z | =2.5> 1,96, H, is rejected at 5% level of significance. Hence there is
a significant difference betsveen x and pi.e., it can not be regarded as a sample from a
large population.

— 25

4 —_

. Example 3. The management of a company cloims that the gt serage weekly income
of their employees (s T 900. The trade union disputes this claim stressing that it is
rather less. An independent sample of 150 randomly selected employees estimated the
average 1o be T 856 with standard deviation of T 354. Would you accept the view of the
management ¢

Solution. Here, p = 900, ¥ = 854, s = 354, n.= 150

Null hypothesis H;, : there is no significant difference between ¥ and fie., the
view of management is correct.

Alternative hypothesis H, o= 900 (two-tailed tesi)

7 X—-u  854-900 46 159

= = == =—1.5f

: s/Vn  354/4150 ~  28.904

Since | Z | = 1.59 < 1.96, H,, is accepted at 5% level of significance. Hence the

view of management is correct.
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Example 4. I a poprlation with o standard deviation of 14.8, whal sample size
is needed to estimate the mean of population within £ 1.2 with 95% confidence ?

Solution. Here,  ~u=+12,¢= 148 Z2=1.96

We know that Z=

Using this, we have

12 +12dn
148/Jn 148
On squaring both the sides we have

+ 2 2
(1.96)2 = (:-E) Xxn or n= [M] = 584.35 = 584.

1.96

148 12

Example 5. 4 random sample of 900 measurements from a lurge population
gave a mean. valite of 64. If this sample has been drawen from a normal population with
steamndard deviation of 20, find the 95% and 99% confidence limils for the mean in the
population,

Solution. Here, n =900, x =64, ¢ = 20
At 95% confidence Z=1586

AL 99% confidence Z =258
The confidence limits for the population mean p is given by

Ft7. —

“Tn

The confidence limiis for 95% confidence are

20
6411.96)( = 207 = B 9! i_:
7900 64 £ 1.307 = 62.693 and 65.307

The confidence limits for 99% confidence are
20
J900

64 £ 258 x =64+ 1.72 = 62.28 and 65.72.

EXERCISE 5.4

1. Arandom sample of 900 members has a mean 3.4 ems. Can it be reasonably regarded as
a sample from a large population of mean 3.2 ems and standard deviation 2.3 ems ?

2. Arandom sample of 400 male students is found to have a mean height of 160 ems. Can
it be reazonably regarded as a sample from a large population with mean height 162.5 ems
and standard deviation 4.5 ems ?

3.  Arandom sample of 200 measurements {rom a large population gave a mean value ol 50
and a standard deviation of 9. Determine 95% confidence interval for the mean of
population.

4. Arandom sample of 400 measurements from a large population gave a mean value of 82
and a standard deviation of 18. Determine 95% confidence interval for the mean of
population.

5. A company manufacturing electric bulbs claims that the average life of its hulbs is
1600 hours. The average life and standard deviation of random sample of 100 such bulbs
were 15370 hours and 120 hours respectively. Should we accept the claim of the company ?

Hypothesis Testing

NOTES
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6. Aninsurance agent has claimed that the average age of policy holders who insure through
him is less than the average for all agents which is 30.5 years. A random sample of
100 policy holders who had insured through him reveal that the mean and standard
deviation are 28.8 vears and 6.35 years respeclively. Test his claim at 5% level of
significance.

7. The guaranteed average life ol a ceriain type of hulbs is 1000 hours with a standard
deviation of 125 hours. It is decided to sample the output so as to ensure that 90% of the
bulbs do not. {all short of the guaraniced average by more than 2.5%. What. must. be the
minfinum size of the sample ?

Answers
1. Yes, I, is accepted 2. Yes, H; is accepted
3. 488and51.2 4. 80.24 and 83.76
8. No, rejected at 3% level of significance 6. Claim i valid
7. =4

5.18. TEST OF SIGNIFICANCE FOR DIFFERENCE OF
MEANS

(1) This test is used 10 test. the significant difference between the means of two
large samples.

Let % be the mean of a sample of size n) from a population with mean p, and
variance o, and let %; be the mean of an independent sample of size n, from another
population with mean y, and variance 6,2

We set the null hypothesis Hj that there is no significant. difference between the
sample means j.e.. U, =y,

Under the null hypothesis H the test statistic is

If the samples are drawn from the same population with common standard
deviation (0), then under the null hyporhesis the test statistic is

7z=_X1"% (-
’1 1

g |l—+—

iy n2

Note. 1. If 6, # 6, and 6, and o, are not known, the test siatistic is

01=02=0)

Xy — X
7= 22.
8 5.
1, 5
ny ny

2. If common standard deviation'(c) is not known and &, = 6, than & can be obtained by
using
a1 312 + Ho 522
6=,
np+ny
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X1 —Xo

Jnlslzﬂmz So2 [_1_+i]
ny + ng n  ng

(i7) Standard Deviations. This tesi is used to test the significant. difference
between the standard deviations of two populations.

Let two independent random sample of sizes i, and 1, having standard deviations
s, and s, be drawn from the two normal population with standard deviation o, and o,
respeciively.

We set. the null hypothesis H, that the sample standard deviations do not differ
significantly i.e.. 0, = 6, '

Under the null hypoihesis H,, the test statistic is

The test. statistic is Z=

8, —8
o1 , 9
2n, 2n,

If o, and o, are unknown then the test statistie 15

81— 8
51, 8
2n1 2?12

SOLVED EXAMPLES

Y=

Example 1. Examine whether there is any significant difference beticeen the
tieo samples for the following data:

Sample Size Mean
a0 1.0
2 60 150

Standard deviation of the popidadion = 10,
Solution. Here, 1, =50, n, =60, ¥, = 140, x, = 150,6 =10

Null hypothesis H, : 1, = 1, f.e, samples are drawn [rom the same normal
population.

Alternative hypothesis H, @ |, # |,

Under H the test statistics is

¥ -X 140-15 10 -
7= X2 - 0 = = =-522
11 1 1 1915
g |l—+— 10 |—+—
nl Iy 1530) 60

Since | Z | =5.22> 3, H, is rejected. Hence the samples are not drown from the
same normal population.

Hypothesis Testing

NOTES
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Example 2. Intelligence lests on {wo groups of boys and girls gave the Jollowing
results,

Mean S.D. Size
Girls i/ 1o 70
Bovs ) 75 17 160

Exanune if the dr’[[er'em:é between mean scores is significand.
Solution. Here. n, = 70, n, = 100, x; = 70, X, = 75, s =10,5,=11
Null hypothesis H; : There is no significant. difference between mean seores i.e.,
X1 = Xy
Alternative hypothesis H |- %1 # X, (two-tailed iest)
Under H, thoe test statistic is

s__ S-% _ 70-75 ___5 1895
ili+fzz_ l(.).i.;ri 2639
nl n2 70 100

Since | Z | = 1.895 < 1.96. H, is accepted at 3% level of significance. Hence
G ]
there is no significant. difference between mean scores.

Example 8. Two samples were tuken from tio normal populations. The Jollowing |
information was available on these sumples regarding the expendiiure in Rupees per I
month per fonily. |

Sample 1 n,=42x, =714.85 o,°=15816543
Sample 2 n,=32%, =516.78 o©,°=26413.61
Test whether the average expenditure per month per Jamily is equal.

Solutien. Null hypothesis I, : U, = U, e, the average expenditure per month
per family is cqual.

Alternative hypothesis H u 2 W, (two tailed test)
Under H,, the test statistic is

_ X — X - 744.85 - 516.78 _ 228.07 _ 337
6.2 .2 15816543 2641361 6776
1 + 22 +
ny | ng 42 32
Since | Z | = 3.37 > 1.98, H, is rejected at 5% level of significance. Hence the

average expenditure per month per family is not. equal.

Example 4. The means of Lo large samples of 1000 and 2000 members are
168.75 cms and 170 cms respectively. Can the samples be regarded as drawn from the
same population of standard deviation 6.25 cms 2

Solution. Here, i, = 1000, ny, = 2000, x; = 168.75, %, = 170, 6 = 6.25

Null hypothesis I, 1y, =, t.e., samples are drawn from the same population,
Alternative hypothesis H, oy # W, (bwo tailed test)
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Under H, the test statistic is

X, — X 75~ 125
goFizEH __ 16875-170 56
11 1 1 0.242
6 f—+— 625 |—+——
Ry My 1000 2000
Since | Z | =5.165 > 1.96, H, is rejected at 5% level of significance. Ience the

samples are not drawn from the same population,

Example 5. Two randont sumples of sizes 1000 and 2000 farnes gave an averuge
yield of 2000 kg and 2050 kg respectively. The variance of wheat farms in the counfry
may be taken. as 10 kg. Examine whether the two samples differ significantly in yield.

Solution. Here, n, = 1000, n, = 2000, x, = 2000. x, = 2050, 6?2=100 i.e,0=10

Null hypothesis H, : p, = i, i.e.. samples are drawn from the same population.

Alternative hypothesis H, g, # p, (Iwo tailed test)

Under H, the test statistic is

X, - X 2000 — 2050 50 _
f=—1 -2 - =e——=-12020
1 1 1 1 0.387
g, |—+— —_—t—
n, ns 1000 2000

Since | Z | = 129.20> 3 (maximum value of Z), highly significant, His rejected.
Hence the samples are not. drawn from the same normal population,

Example 6. The standard deviation of weight of all students in a college was
fornd to be 4 kgs. Two random samples are drawn. The standard deviations of the
weight of 100 undergraduate studenis is 3.5 kgs and 50 postgraduate students is 3 kgs.
Test the significance of the difference in standard deviations of the sumples al 5% level
of significance.

Solution. Here, n, = 100, n, = 50,8, =3.5,5,=3, =4

Null hypothesis H, : 6, = g, i.e., sample standard deviations do not differ
significantly

Alternative hypothesis H, @ g, # 6, (two tailed test)

Under H the test statistic is
_ 51— 8 _ 35-3 _ 05

o Lo L 4f[L, L 0%
9, 2ng 200 100
Since | Z | = 1.02 < 1.96, H, is accepted. Hence sample standard deviations do
not. differ significantly.
Example 7. Random semples drawn from tico large cities gave the following
information relating lo the heights of adull males :

r.

=1.02

Mean height Standard deviation No. in saumples
{in inches)

City 1 67,42 2.58 1000
City 2 67.25 2.50 1200

Test the significance of difference in standard deviations of the samples at. 5%
level of sigmificance.

Hypothesis Testing

NOTES
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Solution. Here, 1, = 1000, ny = 1200, x; =67.42. %, =67.25, 5, = 2.58, 5, =2.50,
G is not known.

Null hypathesis H, : 0, = 0, i.e., the sample standard deviations do not differ
significantly

Alternative hypothesis H, : 6, # 0, (iwo tailed tost)

Under H, the test statistic is

7= 51" %2 — = 258250 _ 0.(;8 - 1.039
EN Jm5&2+@5m2 0.077
2n, 2n, 2000 2400

Since | Z 1 =1.039<1.96. H;1s accepted. Hence sample standard deviattons do
noi. differ significantly.

Example 8. I a survey of incomes of tiwo classes of workers of tiwo random
samples gave the following duta

Size of sample Mean annial Standard deviation
income in ¥ in?
Sample 1 100 582 24
Sample 2 100 546 28

Examine whether the difference betiveen

(") Mean and

() The standard deviations significant.

Solution, Here, n, =100, n, = 100, x; = 582, x, = 546, 8§ =24, 5,=28

(1) Null hypothesis H,: p, = U, .e.. sample means do not differ significantly.
Alternative hypothesis Hy sy # 1, (two tailed test)

Under H,, the test statistic is

Skt - 6

7= x12 x22 __582-546 3 762
5 5 J(24)2 . (28)2 36878
ny o Ry 100 100

Since | Z | =9.762 > 1.96, highly significant, H, is rejected at 5% level of
significance. Hence sample means differ significantly.

(f)) Null hypothesis H,: 6, = 0, ie, sample standard deviations do not. differ
significantly.

Alternative hypothesis H, : 6, # 0, (iwe-tailed test)
Under H; the test statistic is

8§ —8 24 - 28 ~4
b=——=2_ = = =—1.53
2n, 2n, 200 200
Since | Z | = 1.53 < 1.96, H, is accepied at 5% level of significance. Henee

sample standard deviations do not. differ significantly,
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EXERCISE 5.5

The number of accidents per day were studied for 144 days in city A and for 100 days in
¢ity B. The mean numbers of accidents and standard deviations were respectively 4.5
and 1.2 for city A and 5.4 and 1.5 for eity B. Is city A more prone to accidents than city B.
The mean yields of a crop from two places in a district were 210 kgs and 220 kgs per acre
from 100 acres and 150 acres respectively. Can it be regarded that the sample were
drawn from the same district. which has the standard deviation of 11 kgs per acre ?
Given the following data ;

No. of cases Mean wages Standard deviation
in? of wages in T
Sample 1 400 47.4 3.1
Sample 2 900 503 33

Examine whether the (wo mean wages differ significantly.

A sample of heights of G400 soldiers has a mean of 6785 inches and a standard deviation
of 2.56 inches. While another sample of heights of 1600 sailors has a mean of 68.55
inches and a standard deviation of 2.52 inches. Da the data indicate that the sailors are
on the average taller than soldiers ?

Intelligence iests on two groups of bays and girls gave the following resules :

Mean 5D Size
Girls 75 8 G0
Boys 73 10 100

Examine if the difference between mean scores is significant.,

The yield of a crop in a random sample of 1000 farms in a certain area has a standard
deviation of 192 kgs. Another random sample of 1000 farms gives a standard deviation
of 224 kes. Are the standard deviations significantly different ?

The standard deviation of a random sample of 900 members is 4.6 and that of another
random sample of 1600 is 4.8. Examine if the standard deviations are significanily
ditferent.

The mean yield of two sets of plots and their variability are as follows :

Bet of 10 plots

Set of 60 plots

Mean yield per plot
5.D. per plot

1258 kgs
34

1243 kgs
28

Hypothesis Testing

NOTES

Examine whether
(i) the difference in the variability in yields is significant,

(1) the difference in the mean yields is significant.

Answers
. No 2. No 3. Yes, highly significant
4. Highly significant 5. Not significant at 5% 6. Yes
7. Not significant 8. () Not significant (if) significant,
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6. NON-PARAMETRIC TESTS

Chi-square Test

Chi-square Test. to Test the Goodness of Fit
Chi-square Tes( to Test the Independenece of Attributes
Condztions for ¥* Test.

Uses of ¥2 Tesl.

Correlation Analysis

Scatter or Dot Diagram

Characteristics of the coefficient of Correlation r

Spearman’s Rank Correlaiion

6.1. CHI-SQUARE TEST

In test of hypothesis of parameters, it is usually assumed that the random
vartable follows a particular distribution. To confirm whether our assumption is right,
Chi-square test is used which measures the discrepancy between the observed (actual)
frequencies and theoretical (expected) frequencies, on the basis of outcomes of a trial
or observational data. Chi-square is a letter of the Greek alphabet and is denoted by
%% It is a continuous distribution which assumes only positive values.

6.2. CHI-SQUARE TEST TO TEST THE GOODNESS OF
FIT

The value of ¥* is used to test whether the deviations of the observed (actual)
frequencies from the theoretical (expected) frequencies are significant or not. Chi-
square test 1s also used to test whether a set of observations fit a given distribution or
not. Therefore, chi-square provides a test of zoodness of {it.
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o, 0, ... , O, is a set. of observed (actual) frequencies and E . E,, ... JE 18 Non-parameiric Tests
the corresponding set. of theoretical (expected) {requencies, then the statisiic ¥2 is given
by

n 2
2=y {_(Oi ;Ef) } NOTES
i=1 I

is distributed with (¢ — 1) degrees of freedom.
Here, we test. the null hypothesis

H,, : There is no significant difference between the observed (actual) values and
the corresponding expecied (theoretical) values.
ws., I, - Hy is not true.

If 92,2 %%, for %, , ;) then Hy is rejected otherwise Ty is accepted.

Note. [f the null hypothesis H, is true, the test statistic x* follow chi-gquare distribution
with (i1 — 1) degrees of freedoin, where

n

2 Oi=2 E;; ie i (0;-E;} =0.

i=1 i=1 i=1

6.3. CHI-SQUARE TEST TO TEST THE INDEPENDENCE
OF ATTRIBUTES

The value of %2 is used to test whether two attributes are associated or not, i.e.
independence of attributes. To test. the independence of attributes contingency table 1s
used.

A contingency table is a two-way table in which rows are classified according to
one attribute or eriterion and columns are classified according (o the other attribute or
criterion. Each cell contains that number of items O possessing the qualities of the
ith row and jth column, where i = I, 2, ... crandj=1,2, ... . 5. In such a case
contingency {able is said to be of order (r X 5). Each row or column total is known as

"
marginal {otal. Also we have the sum of row totals Z R; is equal to the sum of column
: i=1

2
totals CJ-_. i.e
i=1

E R; = Z C; =N, where N is the total frequency.

! J

Let us consider the two atiributes A and B, where A divided into r classes A,
A.. ... A_and B divided into s classes B, B... ...... . B.. I{ R. represents the number of
2 Ll : . 1 2 s 3 ;
persons possessing the attributes A, ; Cj represents the number of persons possessing
LY
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the attributes B, and O represent the number of persons possessing attributes A and
B respectively, The contlnrrem,\' table of order (r X 5) is shown in the following 1able

Columns
B, B, .. B, Total
A Oy Oy Oy, R,
A, c]2 1 022 Oy, R,
A, 0, Orz ...... 0., R,
Total C, c, C, N

Corresponding to each O the expected {requency L in a contingency table is
calculated by

_ R; xC;
.}‘-j N
Here, we test. the null hypothesis

- Row total x Column total
- Grand total

H,, : There is no association between the attributes under study, f.e. attributes
A and B are mdependent.

v.s., H,

1, can be tested by the statistic

V*EZ

i=1j=1 U
If %, 2 %%, (o 22, (r~1 (s~ 1y )+ then I 1s rejecied otherwise 11, is accepted.

Note 1. For a contingency table with r rows and s columns, the degrees of freedom
=(r-Ds-D

- atiributes are associated, i.e,, atiributes A and B are not independent.

is distribuied with (r — 1) (s — 1) degrees of freedom.

b
2. For a 2 X 2 contingency table H? we use the following formula to caleulate the value
of statistic x* as
- N (ad - be)?
@+b)b+d)(a+e)lc+d)

N=g+b+e+d
% has (2 — 1) (2 - 1} = 1 degree of freedom.

3. Yate’s correction. In a 2 X 2 contingency Lable, if any of cell frequency is less than 5,

where

we make a correction to make 2 continuous. Decrease by — those cell frequencie¢ which are

1
greater Lhan expected frequencies and increase by 3 those cell frequencies which are less than

expected frequencies. This will affect the marginal totals. This correction is known a Yate's
correclion.

Afier applying the Yate’s correction, the corrected value of %2 is given by

2
N(;ad—bc|—%)
N G inGrdatoced

[
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Now-parametrvic Tests

6.4. CONDITIONS FOR )2 TEST

1. The number of observations collected must be large, i.e. 1 = 30. .
2. No theoretical frequency should be very small. NOTES
3. The sample observations should be independent.

4. N, the total of frequencies should be reasonably large, say, greater than 50.

6.5. USES OF 2 TEST

1. To iest the goodness of fit.
2. To test the discrepancies between observed and expected frequencics,

3. To determine (he association beiween attribules.

SOLVED EXAMPLES

Example 1. The following table gives the number of accidends thal took place in
an industry during various days of the week. Test whether the accidents are uniformly
distributed over the weeek.

Days Mon. Thee. Wed, Thu. Fri. Sat.

Na. of accidenls 16 20 1.4 13 17 A

Solution. Here, n = 6, total number of accidenis =90

Null hypothesis H, : the accidents are uniformly distributed over the week.

Under H, the expected number of accidents of cach of these days ;
_ Total no. of accidents _ 96 _
a No. of days ~ 6

The observed and expected number of accidents are given below :

16

0, 16 20 14 13 17 16
E, ‘| 186 16 16 16 18 16
(O,—E) 0 16 4 9 i 0
6 2
. O; -E) 0+16+4+9+1+0 30
2= C L = - — = ST 5.
X Z‘,l £ o = = 1875
Tabulated value of %2 for 5 (6 — 1 = 5) degrees of freedom at. 5% level of significance

‘ is 11,07,

| Since calculated value of %2 is less than tabulated value of x2. so H, is accepted,
‘ i.e., the accidents are uniformly distribuied over the week,
|
|
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Statisiical dnalvsis Example 2. 4 dic is throun 120 times and the result of these throws are given.

as:
No. appeared on the die i 2 3 4 5 &
NOTES Frequency 16 30 22 18 1 20
Test whether the die is biased or not.
; Solution. Here, 1= 6, total frequency = 120
Null hypothesis H, : die is unbiased
. . ) . 120
Under H,. the expecied frequencies for each digit = - - 20
The observed and expected frequencies are given below :
9 16 30 22 18 i4 20
E, 20 20 20 20 20 20
(O,-Ey 16 100 1 4 36 0

=8
E, 20 20

Tabulated value of x2 for 5 (6 — 1 = 5) degrees of freedom at. 5% level of significance
15 11.07. Since calculated value of 3* is less than tabulated value of ¥2, so H, is accepted,
i.c. the die is unbiased.

i=1

Example 3. The following table shows the distribution of digits in numbers
chosen at random from a telephone dirvectory :

Digits 0 1 2 3 4 5 6 7 8 9

Frequency 026 117 987 966 1075 833 1107 972 964 853

Test at 5% level whether the digits may be taken lo oceur equally frequently in
the directory.

Solution, Here, n-= 10, total frequency = 10,000
Null hypoihesis Hj, : all the digits occur equally frequently in the directory

|
|
|
|
xZ:i(Owal-)z:16+100+4+4+36+0=160

10,000
| Under [, the expected frequeney of each of the digits = T 1000
' The observed and expected frequencies are given below :
O, 1026 1107 Da7 966 1075 933 1107 972 964 853
f‘:‘- 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000
(O‘. - E’.)-U 676 11449 9 1156 5625 4488 11449 784 1296 21609

. IE" (0;—E:)* _ 676+11449 +...... + 21609 |
T4 TR 1000
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Tabulated value of ¥2 for 9 (10 — 1 = 9) degrees of freedom at 5% level of

significance is 16.92.

Non-purametric Tesis

Since caleulated value of 2 is greater than tabulated value of x2, so H is rejected,

i.e. all the digits in the numbers in the telephone dircetory do not occur equally

NOTES

frequently.

Example 4. Survey of 320 families of 5 children each revealed the following
information :

No. of mule births 5 4 3 2 1 o

No. of female births 0 1 2 3 1 3

No. of families 14 56 110 88 10 12

Test whether the data are consistent with the hypothesis that Binomial law: holds

and the chance of male and female births are equally probable.

Solution. Null hypothesis

1
H, : The male and female births are equally probablefe, p=¢g= o where p is

the probability of female birth and ¢ is the probability of male birth.

The expected frequencies are calculated by using Binomial distribution as :
E)=NxPX=r), wherer=0,1,2 3, 4,5; where N is the total frequency

and E@) is the number of families with r female children.
PX =r="C, p'¢g"~"; nis number of children,

E() = No. of families with 0 female children
0 5-0
£ 1 1 . 1
= 320 % °® —| |= = % =
320 x CO(zJ [2} 320 % = = 10
E(1) = No. of families with 1 [emale children
1 5-1
. 1 1 5 .
=32 © — —_ = —_—=1
320 % 5C, (2] (2] 320 % o =50
E(2) = No. of families with 2 female children
2 5-2
aonsese (DY (IY 7 Cagnx 19 -
= 320 x 5C, [E) (E] =320 x 2 = 100
E(3) = No. of families with 3 female children
o eae (I IV TR 10
= 320 x 3, [E) (E] =320 % 33 - 100
E{4) = No. of families with 41 female children

4 -4

1Y (1 : 5
=320%°C, | =1 | = =3 — =35
320 % 5C, [2] (2} Moxsz 50

E(3) = No. of families with 5 female children

5 5-5 1
- = 320 x 5C, (E] [l] =390 x — =10

2) L2 32
O, 14 56 110 88 40 12
E, 10 50 100 100 50 £0
(0, -E)° 16 36 160 144 100 4
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,_ W (0;-Ep? 16 36 100 144 100 4
72 = E — T = s + + +
& E 10 50 100 100 50 10
=160+0.72+ 100+ 1.44+ 200+ 0.40=7.168
Tabulated value of %2 for 5 (6 — 1 =5) degrees of frecdom ai. 5% level of significance
i3 11.07. Since caleulated value of x?, is less than tabulated value of ¥2, so H, is accepted
i.e., male and female births are equally probable.

Example 5. Fit a Poisson distribution. for the following data and test the goodness

of fit.

No, of defects (x) 0 I 4 3 4 5

Freguency a 13 13 & 1 3

Solution. Null hypothesis H, : Poisson distribution is 2 good fit to the data.
We first. find the Poisson distribution for the above data.

Mean of tistrit LLfim 94
ean of given distribution 3 a7 -
Here, % =2 (For a Poisson distribution mean = )
N=5f =47
The expected frequencies of the Poisson distribution are given by
r I8
Fl(r)=N><e“lzLT =47xe2 2 ;r=0,1.23,45
rl rl
The expected frequencies are as -
1 ] Iy
EO)=4Txe¢2. 2" =636=6 (% = ().1358)
0!
1
E(h=47xe?. 2 =1272=13
1!
52
E@)=47xe 23] =1272=13
X
E) =47 xe?2, 37 =848=9
ot
Ed)=47Txe2. o =424=4
25.
E@y=47>e2. BT =1.696=12
x ¢ 1 2 3 4 5
0, 5 13 13 8 1 3
Ef- _ 6.36 12.72 1272 8.48 4.24 1.696
(- E,-)2 0.12596 0.0784 0.G784 0.2304 0.0576 1.7604

, > (0; - E,‘)z 0.1296 0.0784 6.0784 0.2304 0.0576 1.7004
=y = + + + + +
6.36 12.72 12.72 8.48 4.24 1.696

= 0.02038 + 0.0061G + 0.00616 1 0.02717 + 0.01358 + 1.0026
= 1.07605
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Tabulated value of %% for 4 (6 — 2 =4) degrees of freedom at 5% level of significance
is 0.488.

Since calculated value of %2 is less than tabulated value of %7, so H, is accepted,
i.e., Poisson distribution is a good fil Lo the data,

Example 6. The theory 'pr'edicts that the proportion of beans in the four grou;;s
A, B, Cand D should be in. the ratio 11: 4: 3: 2. In an experiment with 2000 beans the
number of four groups A, B, C and D are 1070, 430, 330 and 170 respectively. Does the
experimental resull support the theory.

Solution. Null hypothesis H : the experimental result support the theory, i.e.
there is no significant difference between observed and theoretical frequencies.

Under H, the expected (theoretical) frequencies can be calculated as ;

Total number of beans = 1070 + 430 + 330 + 170 = 2000

Sum of ratios=11+4+3+2=20

11
E(A) = 2000 x 50 1100

o 4
E(B) = 2000 x 20 - 400

AV Ry i o«
I2¢{Cy = 2000 x 20 300

2
E(D) = 2000 x 0 200

) 1070 430 330 170
E 1100 400 300 200
(O;— E)? 900 300 00 900
, © ©;-E)® 900 900 900 900
2= Z = + + +
“E 1100 ~ 400 ' 300 = 200

=().8182 + 2 250 + 3.000 + 4.500 = 10.5682
Tabulated value of %2 for 3 (4 — 1 = 3) degrees of [reedom at. 5% level of significance
is 7.815. Since calculated value of %2 is greater than tabulated value of 32, so H; is
rejected. i.e. the experimental results does not support the theory.
T

Example 7. Find the expected frequencies of 2 % 2 contingency lable a_‘_g_
c

Solution. Attributes B, ’ B, Total
Al ] b a+bh
A, ¢ d c+d
Total ate b+d N=ag+b+c+d
The expected frequencies are
o Tag _l(a+bila+c)
E(y =E@A,, B)) = 2rbiord
. _(a+b)b+d)
Ed)=E@A, B)= aibiotd
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{c+d)(a+c)
a+btc+d
c+d)b+d)
at+btc+d
Example 8. The following data is collected on twwo characters -

E(e) = B(A,. B) =

- E(d) = E(A,, B, =

Swmokers Non smokers
Literate &3 a7
Hliterate A5 68

From this information find oul whether there is any relation. between literacy
and the smoking,

Solution. Null hypothesis H, : There is no relation between hiteracy and the
smoking, i.e. they are independent.

Smokers Non smolers Total
Literate 83 57 140 (R,)
Hliterate 45 68 112 Ry
Total 148 (Cl) 125 (Cz) N=253

Under the null hypothesis, expected frequencies can be calculated by using

_ R,: ® C_j' . . . -
Eij_T (t=1,2;j=1,2
Expected frequencies are
Smohers Non smokers Total
Li ) 140 x 128 = 70.83 140 x 125 =69.17 ‘ 140
iterate 253 =40, ‘———253 =0H.1

s usx18 Usx125 s
1Lerate 753 =D, 253 =0, o
Total 128 125 253

2 2 (0 _ E)2

. i if
xt= Y, ZT
i=1lj=1 i

_ (83-70.83)2 , 67-69.17)° , 455717 , (68-5583)°
T 70.83 69.17 57.17 " 8583
=2.091 + 2141 + 2,590 + 2.653 = 9.475

Tabulated value of ¥ for 1 [(2— 1D @2 - 1) = 1] degree of freedom at 5% level of
significance is 3.841.

Since calculated value of %2 is greater than tabulated value of x%, so H, is rejected,
t.e, there is a relation between literacy and smoking or they are not independent.
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Example 9. In a locality 100 persons were randomly selected and ashed about Now-paransetric Tests
their educational achicvements. The results are given below: ;

Sex Education
NOTES
Middle High school College 0
; Male 1 13 25
A
i Female 25 10 15
fll Based on this information can you say the education depends on sex.
Solution. Null hypothesis H, : Education is independent of sex.
Under the null hypothesis expected frequencies ean be caleulated by using
‘ B o= R; xG;
| TN
(f=1,2;5=1,23)
Sex Education
Middle High school College Total
Male 10 15 25 50 (R
Female 23 10 15 50 (R,)
] Total 35(C)) 25 (C,) 40 (C)) N= 100
Expecied frequencies are
Education
) Sex )
! Middle High school College Total
50%35  _ 50x25 50 x40 i
- Male 00 - 7.0 00 - 12.5 100 =20 50
i 50x35 50x25 50x40 .
Female 00 - 17.5 00 12.6 00 - 20 50
Total 35 25 40 100
2 3 ©.. -—E--)2
g~ i
K= E E E
i=lj=1 v
_(10-175° (15-1257 (25-200° (25-175)° (10-125)" (15-20)° ,
175 125 20 175 125 20
=3214+ 05+ 120+ 3.214+ 0.5+ 1.25 =9.928
Tabulated value of ¥2for 2 [(2 - 1) (3 — 1) =2] degrees of {reedom at 5% level of
significance is 5.991. Since caleulated value of x2 is greater (han (abulated value of x2,
so H, is rejected, i.e., education is not independent of sex or there is a relation between
education and sex.

Self-Instructional Matevial 135




136

Statistical Analvsis

NOTES

Example 10, From the following table regarding the colour of eyes of father and
son, test whether the colour of the son's eyes is associated with that of father’s.

Eye colour of son
Eve colour of father Tolal
Light Not light
Light 471 141 622
Not light 118 230 378
Total 61y 381 1000

Solution. Null hypothesis H, : The colour of son’s eve is not associated with
that. of father, i.e., they are independent.

Under the null hypothesis expected frequencies can be calculated by using

o= R;xC; c .
BTN t=12;,j=12
Expected frequencies are
Eye colour of son
Eye colour of father Total
Light Not light

Lial 622x619 .. o 622x381 529

'ent 1000 o 1000 O0U%F =
Nat ligh M—Z%? 982 376 x 381 =144.618 37
Not 1g . 1000 = ZadG 1000 = 144. 8
Total 619 381 1000

EE(O

i=1j=1

_@n- 385.018)2

(151-236.982)° (148 — 233.982)2

, (230- 144.018)2

385.018

236.982

233.982

= 19.201 + 31.196 + 31.596 + 51.333 = 133,328

144.018

Tabulated value of % for 1 [(Z - 1) (2 - 1) = 1] degree of freedom at 5% level of
significance is 3.841.

L

Since caleulated value of X2 is greater than tabulated value of ¥2, so H is rejected,
i.e., the colour of son’s eye is associated with that of father or they are dependent

Example 11. The following table gives the number of good and bad parts
produced by each of the three shifts in a factory.

Good paris Bad paris Total
Day shift 960 10 1000
Ervening shift 940 50 590
Night shift 950 15 995
Total 2830 135 2985
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Test whether the production of bad parts is independent of the shifts on which
they were produced.

Solution. Null hypothesis H,, : The production of bad parts is independent. of
the shift. on which they were produced, i.e. production and shifts are independent.

Under the null hypothesis expected frequencies can be calculated by using

Noir

-paramelric Tesks

NOTES

b RyxGyoo o
ILU_T (i’-—- ],Z, d,)— 1, Z)
Expected frequencies are
Good purls Bad paris Total
Day shift M =954.77 1000 x 135 _ 15.226 1000
ay shi 2985 = 174 2985 =45.22
990 x 2850 990 x 135
reni i = 5 996G = = 7
Evening shift 5985 = 945.226 2985 44.774 990
Night shif 995 x 2850 550.00 25x135 00 995
Night shift ~oos5 - 0 0 o085 =45.0 95
2850 135 2085
(0 -E,)?
xi= Z Z
i=1lj=
{960 - 954.774)2 (40 - 45.226)® (940 —945.226)°
T 954.774 45226 945.226
, (5044774 (950-950)2 (45 -45)°
44.774 950 45

=0.0286 + 0.6039+ 0.0289 + 0.6099+ 0+ 0= 1.2713
Tabulated value of %2 for 2 {(3 — 1) (2 - 1) = 2] degrees of freedom at 5% level of
significance is 5,991

Since caleulated value of 2 is less than tabulated value of %%, so H,, is accepted,
i.c., the production of bad parts is independent of the shift on which they werc produced.

EXERCISE 6.1
1. The frequeney distribution of the digits on a set of random numbers was observed to be :
Digiis 0 1 2 3 o 5 68 7 B 9
Frequency 18 19 23 21 iG 25 22 20 21 15

Test the hypothesis that the digits are uniformly diseributed.
The sales in a supermarket. during a week are given below !

13

Days Mon. Tue. Wed. Thu. Fri. Sat.

{Sales ,000%) 65 54 G0 56 71 84

Test. the hypothesis that the sales do nol. depend on the day of the week, using a 5%
significant level.
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The following table gives the number of accidents that took place in an industry during
various days of the weelk :

Days Mon. Tue. Wed. Thu. Fri. Sat.

No. of accidents 14 18 12 11 15 14

Test if accidents are uniformly distributed over the week.
A die is thrown 276 times and the results of these throws are given below

No. appeared on the die 1 2 3 4 5 G
Freguency 40 32 29 A9 57 59

Test whether the die is biased or not.

A sample analysis of examination results of 500 students was made. It was found that
220 had failed ; 170 had secured a third class ; 90 were placed in second class ; 20 got
first class. Are these results commensurable with Lhe general examination result which
1s in the ratio of 4 : 3: 2 : 1 for the above said categories respectively.

Four dice were thrown 112 times and the number of Limes 1, 3 or 5 was thrown were as
under :

No. of dice Hrtrou.'in-g 1, 30rs 0 1 2 3 4

Frequency 10 25 10 30 7

Test the hypothesis that all dice were fair.
Fit a Poisson distribution for the following data and test the goodness of fit.

No. of defects (x) 0 1 3 3 4
Frequency 108 65 22 3 1

The following table gives the classification of 100 workers aecording to sex and nature of
work. Using x*-test examine whether the nature of work is independent of the sex of the
worker.

Sex Nature of work
Skilled Unskilled
Male 40 a0
Female 10 30

For ihe data given in the following table use %2 -test to test the effectiveness of inoculation
in preventing the attack of smallpox.

Attacked Not attacked
Inoculated 25 . 220
Not inceulated a0 160




e

10. Two investigators draw samples from the same town in order to estimate the number of
persons falling in the income groups.‘poor’, middie class’ and "well to do". Their results
are as follows :

Investigalor Income groups
Poor Middle class Well lo do
A 140 100 15
B 140 50 20

Test whether the sampling techriques of the Lve investigators are significantly depend-
ent of the income groups of people.

Answers
1. Yes 2. Accepted
. Yes 4. Biased
5. No 6. Yes
7. DPoisson distribution is a good fit to the data

8. No
9. lnoculation against smallpox is a preventive measure
10. Sampling techniques are dependent of the income groups

6.6. CORRELATION ANALYSIS

In a bivariate distribution, if the change in one¢ variable is accompanied by a
change in the other variable in such a way that an increase in one variable results in
an increase or decrease in the other, then the rwo variables are said to be correlated.
For example, income and expenditure. heights and weights of students in a elass,
price and demand of certain commodities.

If the increase (or decrease) in one variable results in a corresponding increase
(or decrease) in the other, correlation is said to be direct or positive. But if the increase
(or decreasc) in one variable results in a corresponding decrease (or increase): in the
other, correlation is said to be negative. If (wo variables vary in such a way that their
vatio is always constant, then the correlation is said to be perfect.

-

6.7. SCATTER OR DOT DIAGRAM

When we plot the corresponding values of two variables, taking one on X-axis
and the other along Y-axis, it. shows a collection of dots. This collection of dots is called
a dot. diagram or a scatter diagram.

I{ all the plotied points lie in a straight line and show an upward trend, then the
correlation is perfect positive. If all the plotted poincs lie in a straight line and show a
downward trend, then the correlation is perfect negative.

If the plotted points are noi on a straight line but seem to be scattered around a
straight line, the variables are correlated. Closer the scatter of points around a line,
higher is the degree of correlation. If the plotted points are not. clustered around a
straight line but are widely scatiered over the diagram, then there is a very low degree
of correlation between the variables.
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Statistical Analysis If the plotted points show no trend at all, then the variables are independent
and are not correlated.

Y Y
NOTES
O Perect positive correlation X O Perfect negative correlation X
Ya Y&
G Higher degree of X 0 Higher degree of X
posilive correlation negative carrelation
Y4 Y4
o Low degree of X o Low degres of X
posifive correlation negative correlation
Y& *
P G No correlation X
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Karl Pearson’s Coefficient of Correlation
The correlation coefficient r (x, ¥} between two variables x and y is given by

cov (x, y) _cov(x,y)
Jvariance (x) Jvariance (y) = o, o,

rix,y=

r (¥, y) is also denoted by p (x, ) or Py OF simply by r,

—Z(x ~E) (i -7

i=1

rix, y) = T 2
J;;(x,-—f)z \(;;(yf—y)z
n z": XY= 2, % i Yi

i=1 i

or r@, y) =

i=1
If the values of x; or y;’s are large or involve fra(:l‘i()ns, then deﬁne
u, = %i - 2 and ©.= u,
h ¢ k
where o and b are assumed means of x-series and y-series respectively, b and £ are
constants. This property is kntown as change of origin and scale. Correlation coefficient.
is independent of change of origin and seale. In this r{x, ¥) is given by the formula.

nzuv 2 EU

i=1

i=1 i=1

rie ¥ =re o) =

6.8. CHARACTERISTICS OF THE COEFFICIENT OF COR-
RELATION r :

N—-lsr<s+1

(1)) If r == 1, then there is perfect negative correlation between x and y.
i) 1If r =1, then there is perfect positive correlation between x and y.
@) If r =0, then there is no correlaiion belween x and y.

(1) If = 1< r <0, ihen there is negative correlation between x and y.
(vi) If 0 <r < 1, then there is positive correlation between x and y.

P

6.9. SPEARMAN’S RANK CORRELATION

Sometimes we have to deal with problems in which data eannot be measured
quantitatively but qualitative assessment is possible. e.g. beauty. honesty, morality
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Statisticed Analvsis ete. In such a cases we assign ranks to the individuals possessing these attributes or
characteristics. The best individual is given rank 1, the nexi rank 2 and so on.

The coefficient of rank correlation r is given by

NOTES ‘6 Z d;?

rix, =1 —
* = Y
where d; is the difference of correspondmg rank and n is the number of pairs of

observations.

Let (v;,3);1=1,2, ..., nbe the ranks of the iih individuals in two characieristics
x and y respectively. Assuming that no two individuals are equal in cither classification,
each mdividual takes the values 1, 2, 3, ... , .
1% 1 n(n+l) n+l
== == (1+2+3+. .. +m== =
Then " 2 ( 2+ 3+ 1y = i 5
_ 1y 1n{n+l) n+1
== =—({1+2+3+ ., .. +n)y=— =
Y n 2 ( 3 = n 2 2
1 2 _ 1 .. : +1)?
{522 A — 12+22+3.&+ “““ + _|n
2=0, n{zl yl} 3 == ( ") ( :
_1ln(r+D2n+Y) _(n+1J2 _(+D@r+D (n+D)?
T on 6 2 6 4
_(+1) m+D(-D _nr’-1
An+2-3n-3) =
12 Mn+2-3n-3 = 12 T
n "
| 2,4t= 3 (= 3 = 3 =D, - ¢ E=7)

i=]

" Ma

-2+ ¥ (5 -9% -2, & -%) 0 - P
i=1 i=1
., %E d,—z E(x -x)? +_E (y; y)2—2|:iz(xg—f)(yi—§):|
i=1 i i=1 in
We know that.var (x) = 2 (x; -%)? ,var {(y) = z (y; - y)2
1—1 3—1

1
cov (x, )= — 2 (5 ~3) 0, =)
i=1

- 2 d =var (x)+ var (v} — 2cov (x, )

1—1
1y ’2 . _
;E 4" =2 var (x) — 2r(x, ¥) 0,.C, r(x,y)=00\’(x,y}
= G
=Yy
_Ed2 :202 2r (x, J’)cz [ szgy]
i=1
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Non-parametric Tests

1< :
=N d? =262[1-r(x, M

1 - 2 n-1

?;Ed‘ “3( 12 _];1-:@,3’)1 NOTES

1w ,5 _n’-1 _

=Y df === 1= (D)
ﬁ iml
'1| 6 Z 2 -

—_— d% =1_r(y
i n(nz—l)g’, i 1—rx,»
6 d7
X, ¥ :]__......i:.]'_ -
= rix, 3 I D)
SOLVED EXAMPLES

Example 1. Find the coefficient of correlation for the following duta :
n=10,Zx=50,Ty=-30 Zx%=290,Iy> =300, Zyy = 115.
!
Zyy — Ix3
J Solution. rx, ¥) = L 24
Jn 3x? - (20)? yn Zy? — (Sy)?
~ 10 x (- 115) - (50) (- 30)
/10 x 290 — (50)% /10 x 300 — (- 30)?
- 1150+ 1500 350
= = =(.3819.
J400 42100 ~ 20021
Example 2. A compuier while calculating correlation coefficient between tuwo
variables x and y from 25 poirs of vhservations obtained the following resulls :
n=25 3x=1235 %y =100, 2x% = 650, Ty*= 460, Lxy = 508.
It was, however loter, discovered at the lime of checking that he had vopied down
two pairs as ;

x|y x|y

g4 8z

8| 6 while thecorrect values were 6 | 8 . Obtain the correct value of correlation
coefficient.

Solution. Correcled Zx = given Zx — (sum of incorrect values)
+ (sum of the correct values)
Corrected Zx =125 - (G + B)+ (B + 6) = 125
Corrected Zy = 100 - (14 + 6) + (12 + 8) = 100
Corrected Zx? = 650 — (62 + 82) + (8% + 62) = 630
Corrected Xy? = 460 — (142 + 6%) + (122 + 8% = 436
Corrected Sxy =508 - (6 x 14 + 8 x G+ (8 x 12+ 6 x 8) = 520
nixy-—Ix Xy

Jnzx? - (50)? n3y? - (5)?
_ 25 x 520 — 125 x 100

/25 x 650 - (125) — /25 x 436 - (100)°
- 5% __ s

25x 30

Corrected r (x. 3) =
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Example 3. Calcildate the Karl Pearson's coefficient of correlation for the following

data:
X 2 4 6 & 10
¥ 20 12 18 i 10
Solution.
x ¥ 22 ¥ xy
2 20 4 400 40
4 12 16 144 18
G 18 36 324 108
8 10 G4 100 80
i 40 100 1600 400
Tx =30 Tv=100 Tay = 220 Iyl = 2568 Zxy =676
Here, n=2>5
r () = nixy-—-XxZIy
Jn 2% — (502 fnzy? - ()7
_ 5 x 676 = 30 x 100
/5 x 220 - (30)2 /5 x 2568 — (100)?
3380 - 3000 380 oo

~ /1100900 /12840 - 10000 200 42840
Example 4. Find the Karl Pearsorn’s coeffictent of correlation between x and y

Jor the following data :

x 150 133 154 155 157 150 163 164
¥ 645 66 67 70 6& 83 70 63
Solution. Let ir; =x,— 155 and 1, = y, - 68

x ¥ i v u? It uu
150 G5 =5 -3 25 9 15
153 G6 -2 -2 4 4 4
154 87 -1 -1 1 1 1
155 70 0 2 0 4 0
157 68 2 0 4 o 0
160 53 5 - 15 25 225 -5
163 70 8 2 6d 4 16
164 63 9 -5 81 25 - 45
Toral 16 - 22 204 272 —Bd
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Here, n=28 Non-parametric Tests
nZu; — Zu; T,
Jnsu? — (5 Jnsn? - (50,2
B 8 % (- 84) — (16) x (- 22)
8% 204 - (16) |f8 x 272 — (- 22)?
-672+352 = -320 o

= 71376 Y1692 15258414 — ~ 0-2097.

Example 5. Calculate the rank correlation coefficient for the following data :

r(x, 5=

NOTES

Student A B C D E F G H I -J
Rank in Maths. 9 10 [ 3 7 2 o 8 1 3
Ranlk in Stais, N g 3 | 4 5 ¢ 7 8 9 10
Solution. Ilere, the ranks are given and ». = 10.
Student R, R, d=R, - R2 o
A 9 1 8 64
B 10 3 8 G4
C 4] 3 3 9
(b} 15} 4 "1 1
E T 8 2 4
F 2 15 -4 16
3 4 7 -3 9
H 8 8 0 o
1 1 9 -8 64
J 3 10 -7 19
<d* = 980
6 =d,? 6 x 280 1680
r=el-—t—=1- =1~ =1 - 1.697=-0.697.
n(n? - 1) 10(10% - 1) 990

Example 6. Ten competitors in a beauly conlest are ranked by three judges in
the following order :

First Judge I 6 5 16 3 2 4 9 7 8
Second Judge 3 5 8 4 7 10 2 i ¢ 9
Third Judge 6 4 9 & I 2 3 10 5 7

Using the rank correlation method, discuss which pair of judges has the nearest
approach to common taste in beauty ?
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Solution. Let R, R,, R, be the ranks given by three judges.

R, R, By 1 dp=R =Ryt d;=R, -Ryfdy,=R,-R, | d,2 | d,7 | dyf
} 3 6 -2 -5 -3 4 25 9
6 ) 4 1 2 1 1 4 1
5 8 g -3 - —~1 95 16 1
31] 4 8 G 2 -4 36 4 16
3 7 1 ~4 2 G 16 4 36
2 10 2 -8 {} 8 64 ] G4
4 2 3 2 1 -1 4 1 i
9 1 10 8 -1 -9 64 1 81
7 6 5 1 2 1 1 :| 1
8 1] 7 — 1 1 2 1 1 B
Total 200 60 214
tlere, n=10
Rank correlation coefficient between firsi and second judges
62d,,” 6 x 200 4
rg=le—a—=1- =1-3_ 4910
n{n® -1 10x99 33
Rank correlation coefficient between first and third judges.
63d,, 6 x 60 4
fia n(n? -1 10 x 99 11 06
Rank correlation coefficient between second and third judges,
61d,5” 6x 214
Fga=1—-—=—= ——-—=l—£i=—0.297
n{n“-1 10 x99 165

Since r, is a maximum, therefore, the pair of judges first and third has the
nearest approach to common tastes in l)eaul._\‘.

Example 7. The marks oblained by 9 students in Statistics and Mathemalics
are given helow :

Muarhs in Staiistics 35 23 47 i7 10 43 g [ 28

Marks in Mathematics 30 23 45 23 8 45 12 4 31

Compute the rank correlation coefficient.
Solution. Here, the marks are given. First find the ranks and then differences.

Marks in Murks in Ranls in Reank in

Statistics (X} | Mathemalics (1) X(x) Yir) d=x -y d?

a5 30 ] 5 -2 4

23 33 3 -3 2 4

47 45 1 2 -1 1
17 23 6 6 G H

10 8 7 8 -1 1

43 49 2 1 1 1

9 12 8 7 i 7 1

8 4 9 9 0 0

28 31 ! 4 0 0
Total 12
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Here, n=9, ZdZ=12

o Bx¥? _ 6x12
a(n? -1 992 — 1)
6x12

=1- =j-01=0.9
9xg0 1~ 01=0

EXERCISE 6.2

Calculate the Karl Pearson’s correlation coefficient between height of father and heighl

ol son fromn the given data :

Non-parametric Tests

NOTES

Height of father (in inches) | 64 | 65 | 66 | 67 | 68 | 69 | 70
Hetght of son (in inches) 66 67 65 688 70 68 12
Calculate the Karl Pearson’s correlation coefficient from the following data
Querheads in (000 T) 80 50 100 | £10 | 120 | 130 | 140 | 150 | 1G0
Cost {* 000 F) 15 19 16 19 17 18 16 18 15

Calculate the ISarl Pearson’s correlation coefficient from the lollowing data using 20 as
the working mean for price and 70 us the working mean for demand.

Price 14 16

17

18

19

20

23

Dentand 84 78

70

5

66

67

58

60

Coeflicient of correlation between x and y for 20items is 0.3. Mean of xis 15 and mean of
v is 20 while standard deviations are 4 and 5 for x and y respectively. At the time of
calculation one item 27 has wrongly been taken as 17 in case of x sertes and 35 instead

of 30 in case of ¥ series. Find the correct coefficient. of correlation.

Ten students got the following marks in Statistics and Mathematics :

Marks in Statistics 78136 |a9g a5 |75 ) 82| 90| 627 65| 3D
Marks in Mathemalics | 84 | 51 | 91 [ 60 {68 | 62| 8 | 58 | &3 | 47
Caleulate the coefficient. of correlation.
Calculate the correlation coefficient from the following results :
n =10, Ix = 140, Sy = 150, (v — 10)% = 180,
Sy - 1512 = 215 and T(x—10) {(y— 15y =60.
Caleulate the coefficient of rank correlation from the following data :
x 10 12 8 15 20 a5 40
¥ 15 10 6 95 16 12 18
Calculate the coefficient of rank correlation from the following data :
x 4 6 8 10 12 14 16 18
y 10 15 20 25 30 35 40 45
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1.
4.
8.

]

In a beauty contesl iwo judges rank the ten competiters in the following order :

Competifors A B G D E F G H [ Jd

Rank by Judge I 6 El 3 ) 2 7 9 8 (10 | 5

RunkbyJudgetI | 14 1 1 |6 | 7[5 |8 f10] 913 {2

Determine if the two judges have the same taste in beauty.

The coefficient of rank correlation between marks in Statistics and marks in Mathematies
obtained by a certain group of students is 0.8. If the sum of the squares of the differences
in marks is 33, find the number of students in the group.

The coefficient of rank correlation of the marks obtained by 10 students in Mathematics
iand Statisties was found to be 0.5. It was then detected that the diffoerence in ranks in
the twa subjects for one particular student. was wrongly taken to be 3 in place of 7.
What should be the correct rank correlation coefficienis ¢

Answers
r=081 2. r==0.11547 3. r=-09H42
Correct r=0515 5. r=0.78 6. 0.9151 7. r=0.57
r=1 9. Yes 10. n =10 11. r = 02576,




Regression Analysis

7. REGRESSION ANALYSIS NOTES

Linear Regression

Lines of Regression

Properties of Regression Coefficients -
Angle Between Two Lines of Regression
Standard Errvor of Estimate {or Prediction)

Coeflicient. of Deiermination

Properties of Coefficient of Determination ||

Regression analysis attempis to establish the nature of relationship betwecen
the variables. It also helps to determine the functional relaiionship between the
variables so that one can predict or estimate the value of ane variable for the given
value of the other variable. Regression measures the nature and extent of correlation.

[

7.1. LINEAR REGRESSION

If the variables in a bivariate distribution arve correlated, then points in scatter
diagram will be more or less concentrated round a curve. This curve is called the curve
of regression. If the curve is straight line. it is called a line of regression and the
regression is said to be linear. Since the line of regression gives the best estimalte to
the value of dependent. variable for any given value of the independent variable,
therefore, it.is called the line of bes(. {it which is obtained by the method of least squares.
Since any one of the two variables x and y can be taken as the independent variable
and the other as a dependent variable. Therefore, there are two regression lines, one
as the line of regression of ¥ on x and the other as the line of regression of x on y.

.

7.2. LINES OF REGRESSION

Let the equation of line of regression of y on x be
i y=a+bx (1) then ¥y=a+bx (D)
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Statistical Analvsis Now subtracting (2) from (1), we have

Y- y=blx—x) Y
The normal equation for the equation (1) are
NOTES Sy=na +biy
Ty = aZx + hIy? .4
Shifting the origin to (., ¥), (4) becomes
Sx—-x)(y—¥)=aZ{x-x)+DhE(x-7%)? .. (3

We know that.
% Sx - ly-F)

g, O

r=

Sy —x)=0;
y
and g?= % X(x - %)
From (3), we have
GJ’
o,

Hence, from (3), the line of regression of ¥ on x is given by

‘ = 2 oy bhe=r
nroc, =al+bno? or b=y

_ a -
y=-y=r-2L(x-%)
X
Similarly, the line of regression of x on y is given by

_ G _
X -x=r—=<(y-%)
Oy
r 87 is called the regression coefficient of ¥ on x and is denoted by b

e
Gx

b o= 7Oy _covix,y) _ nZxy-aly

ax cx G 2 nzxz _ (Ex)2

x

o : . :
r c—" is called the regression cocfficient of x on y and is denoted by b..

¥
b =r _95_ = ____COV (x’y) - 1t ny — Exzy
G O, 03.2 n Zy? - (3y)?

Note. The line of regression of y on & is used to estimate the value of y for given value of
x. The line of regression of x on y is used to estimate the value of x for given value of ¥

7.3. PROPERTIES OF REGRESSION COEFFICIENTS

{2} The correlation coefficient and two regression coefficients are of the same
sign,
(i) I one of the regression coefficient. is greater than unity, the other must be
less than unity.
(if1) Arithmetic mean of regression coefficients is greater than the correlation
coelficient.
(iv) The correlation coefficient is the geometric mean between the regression
coelficients,
(') Regression coefficients are independent of the origin and not of scale.
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7.4. ANGLE BETWEEN TWO LINES OF REGRESSION

If 0 is the acute angle between the (wao lines of regression in the case of two
variables x and y, then
2
1-r .0
tan § = —— . —*
r o,
where r, 6, and o, have their usual meanings.

2 H
+0,
Explain the significance when r=0and r=1z 1.
Proof. Equatiion of the line of regression y on x is
c
—_. 5% . _
y-¥y=r—{—-%x)
Gx

and the equation of the line of regression x on y is

o -
x-x=r—>(y-%)

¥
. G o,
Their slopes are m, =r L and m,=-—=—
43 ro,
X
G G
- y _ .2y
Mg — My ra 8]
. tan @ = % =+ —F—=
1+m1m2 fs]
y
1+ )
ox
2 2 2
=+1—P cy GI _+1_r chy
- ’ o2 . 2 2
r o, G, +a, ro oS +o,

Sincer< landg,, o, are positive,
. Positive sign gives the acute angle between the lines,
2
1 -r ox cy

2 2
+0J,

Hence, tan 0 = .
r o,
When r=0, 6=
S0 two lines of regression are perpendicular to each other,
Whenr=+1,tan 9= 0sothat8=0or x
So two lines of regression coincide and there is perfect. correlation between the
iwo variables x and y.

(ST

SOLVED EXAMPLES

Example 1. Find the equation of two lines of regression for the dala :

X 1 2 3 d 5
¥ 7 6 3 -f 3

and hence find an estimate of ¥ for x = 3.5 from the appropriate line of regression,

Regression Analysis

NOTES
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Solution.
x > « hal x
1 7 1 49 7
9 6 4 36 12
3 5 9 25 15
4 4 16 16 16
5 3 25 9 15
Tv=15 Ty =25 Sx2 =35 Sy?=135 Txy =65
Here,n=2>5
_ 1 »_ 1. 2
F=_Sy==3,5=_3%y="7 =5
nIxy; - 5xSy;, 5x65-15x25 13-15
Now, b .= > 5 = 5 = =~
o psx? - (Sx) 5% 55 — (15) 11-9
, o IEy -To¥y, 5x65-15x25 13-15 _
T nsyZ-(5y)?  5x185-(250° 27-25

So, fine of regression of y on x is
y-y=b(x-%) = y-5d=-1(-3)
= y=-x+8§
and the line of regression of x on y is
x-x=b (-5 = x-3=-1@-5"
= x=-y+8

To estimate the value of y when xis given, we use the line of regression of y on

x, fe
y=—-x+8
Now subsfitute x = 3.5, we have
y=—35+8=45

Example 2. The following table gives age (x) in years of cars and annual

maintenance cost (v) in hnvdred rupees :

X 1 3 a 7

9

¥ 15 18 21 23

22

Estimate the maintenance cost for a 6 years old car after finding the appropriate

line of regression.

Solution.
x ¥ At Xy
1 15 1 | §5)
3 18 G o
b 21 25 105
7 23 19 161
9 22 81 198
Tv=25 Sy =99 T2 = 165 Syv =533
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Here, n
1 99
x = E‘x"=__5x?=;‘zyf=‘?=19.8
o nIny TGy 5x533-25x99
* 7 pwx?-(3x)?  5x165-(25)°
_2665-2475 _ 190

825625 200
Regression hne of ¥ on x is given by

=0.95

y=-y=b, x-%)
—198=09(x-5)
y=0951+ 15.05
When =4 yvears.
= (.95 x 4 + 15.05
= [8.85 hundred rupces
=¥ 1885.
Example 3. From the following information on values of fwo variables x and y,
find the two regression lines and the correlation coefficient betiween x and y.
n =10, x = 20, Ty = 40, Tx? = 240,
Ty? = 410, Txy = 200.
Solution. We know that.
b= n Sxy - Xx¥y _ 10x200-20x40 :M 12
T e ()% T 10x240-(202  24-4 20
n Ixy - ZxZy
and b= 23w (o) 5% — (5
_ 10%x200-20 x40 _ 20-8 _ 12
T T10x410-(40)2 41-16 25
Ix 20 Ty 40

| e

The two regression lines are
. 3
y-3=b,~3) itey-4=¢ (-2
- y=06x+28
and —g=b_ (-F)ie. x-2=e(y-4
anc r-x=b,-y)le. x- —25(}~ )
x=0.48y+ 0.08

" We know that r=t ,Hb X b,y

J 12—,]36 = 0.536
5 25 125

Regression coeflicients are positive so r will be positive)
Example 4. For 100 students of « class, the regression equation of marks in

Statistics (x) on the marks in Mathematics (¥) is 3y — 5v + 180 = 0. The mean marks in

Mathemalics is 50 and variance of marks in Statistics is 9 th of the variance of marks

Regression Analysis

NOTES
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in Mathematics, Find the mean marks in Stalistics and the coefficient of correlation
between marks in the two subjects.
Solution. Since the given line of regression is x on y so we have

xX= % + }-g—o = %y + 36

We have b = 3 =p—%

= 5 o,

Given varianceof v = % variance of y
Variance of x (6,%) _ 4 o O _2
Variance of y (cf} ) a, "3

9

(- b, is positive, r is positive)
Since the mean of x and mean of y lie on the regression lines, we have

3 3
f=-g37+36 =>J?=g><50+36=66, (- ¥ =50

Example 5. The lines of regressionof yon x and x ony arey =x + 5 and 16x - 9y
= 854 respectively.
Find the variance of x if the variunce of y is 16. Also find the covariance of
xand y.
Solution. Regression equation of y on x i3
y=x+5 = h_m_ =] (Coefficient of x)

Regression equation of x on y is

9 94
—_ Y = . '_ 2, r=— + —
16x—9y =94, je, x TEART
: b, = _196 (Coefficient. of y)

We know ihat r

I

+

o
E]

x

o
]

3
=3 0.75  (ris positive since b}ﬁt and b}y are positive)

9
_ by xo, =(E)x{4)

T
4

,= Cov.(x, y)
6,0

i
=
*

=3 (- 0y2= 1G)

¥
3
= cov(x_.y)=rcxcy=zx3x4=9‘

Example 6. From the following information on volues of tiwo variables x and ¥,
find the twwo regression lines and estimate values of xand yif y=10 and x = 8 respectively.

n=53x=153Ty=18 5= 55 Tyt = 74, Sxy = 58,
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Solution. We know that

nixy-3xSy 5x58-15x18 _290-270_20 _2

bh = = = =— =
T s _ (302 BxB5—(152  275-225 50 5

nSxy-SxZy _ 5x58-15x18 _ 290-270 _ 20 _10

Regression Anolysis

NOTES

and = = = - 10
2 a5t (39?2 5x74-(182 370-324 46 23
EmLB_ o n 1
T= =5 S0 an y=—"=3

The line of regression of y on x is given by
y=y=b, -%)
18 2 )
y-g Ty =3
y=0Ax+24

The line of regression of x on ¥ is given by

_ 10 18
r—x = bxy y—¥) = x-3= E(J"—] or x=0.430y+ 1435 .. .(2)

5
Putting x = 8 in (1). we have
y=04x8+24=32+24=56

Putting y = 10 in (2), we have
x=0.435x 10+ 1.435 = 4.35 + 1.435 = 5.785.

Example 7. The information aboui advertising and soles of o manufacturing

concern is given as follows :

Advertising expenditire Sales ()

(x) % Lucs) € Lacs)
Mean i0 90
S.D. 3 12

Correlation coefficient = 0.8.

Find (i) the regression coefficients b, and bﬂ.

(i) the tiro regression lines
(17) the likely sales when advertisement expenditure is T 18 lacs.

(iv) the adveriisement expenditure if the company wanlis lo allain sales largel of

T 115 lacs.
Solution. Given ¥ = _10, y=90,06.=3,06,=12 and r=08
12
@ b =r L =08x— =32
G cx 3
-, Sx _ 3 _,.
by =1 G—‘: =(.8 % 15 =02

(i) The line of regression of y on x is given by
y-¥y=0,&-3%)
y=—90=32(@x-10)

y=32x+58

(1)
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The line of regression of x on y is given by
x—x =bw -5
x—10=02 (@ -90
x=02y-8
(i) Given x = 18 we have to estimate y
y=32%x 18+ 58=1NRs. 115.6 lacs
(fr) Given y = 115 we have (o estimate x
x=0.2%115—8=Rs. 15 lacs.
Example 8. The equations of two lines of regression. are
e+ +7=0 and Sx+dy+8=10
Find () mean value of x and y
(i1} the regression coefficients b.mr aid bxy
(i1r) the correlation coefficient between x and y.
(i) the standard deviation of y, if the variance of x is 4
@) thevalue of y for x =35 '
Solution. (1) Since the mean of x and mean of y lic on the regression lines, we
have
4x +3y +5=0 or dx +3¥y=-7
and dx+4y+8=0 or 8x+4y=-8

On solving the above equations for ¥ and ¥, we have
I R
g=—7 and y=-<

4
Mean of x = - 7 and mean of y =~ %

(if) Lel the regression line of y on « be

4 7
dx+3y+T7=0 or y=—'§x—§

4
by=—3

x
and the regression line of x on y be

4 8
v+ 4 +8=10 X=— =y = —
X ¥ or X 3'}" 3

3 3 9
Since =[-2-2]=2 <1
Since byx-b_\-_\- ( 4]( 4} 16<

Hence, the choice of regression line is correct.

e

(tif) We know that r=z ,}bﬁ X by,

Fx2) i
ret fl-Sx[-S] =2 =22
4 4 4 4

(- byx and hn' have the negative sign)

So b =_3 and b =_3
4 "y 4
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r=a

e o

T =T ek

(i) We have (Sx2 =4 = a. = 2 Regression Analysis
3 o 3
T = __y = —-
Now, b, = s T . ,
3). 0oy 3
——x——=—— = 0o =9 NOTES
( 4} 2 4 &
(v) Since we have (o find y when x is given. we use line of regression of y on x
__4 7
YTTETs

Putting x =05, we have
4 7
r=— =X H—-—=-06.67-233
YTTETTs

y=—9.
Example 9. Consider the two regression lings
v+ 2v=26 and 6x+y=231L
() Find the mean values of x and y.
(1) Find the correlation coefficient between x and y.
(i) Show that the estimated value of y for x = 0 is 13 whereas estimated iadue of
xforv=13is 3
Solution. () Since the mean of x and‘mean of y lie on the regression line, we
have
3% +27 =26 and 6%+ 7 =31
On solving these two equations for ¥ and ¥,
We have x=4 and ¥ =7
Mean of vy=4 and mean of y = 7
(7i} Lel the regression line of y on x be

3x+2y=26 or y=—Ex+l3 b“=—E
2 - 2
and let the regression line of x on y be
1 31 1
x4+ =3 . = — — Y+ — - = _ —
Gx + y 1 or 5 y*+g bx:r 5
We know that. r=t bex X by
3 1 1 1
=t e x = =%t —=—=——
rEd oo x-g Ttg 5

(r is negative since b, and b, are negative)
(iii) Since we have to show the estimated value of y for the given value of v. we
use line of regression of y on x

y=—§x+ 13
2

. 3
Putting x =0, we have y =— ) x g+ 13 =13
To show the estimated value of x for the given value of y, we use line of regression of

xony

1 31
1’:._.—JI+_

8 6
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Statistical Analvsis Putting y =13, we have

NOTES

7.5. STANDARD ERROR OF ESTIMATE (OR PREDICTION)

The square root of arithmetic mean of squared deviation of the predicted value
from the observed value is known as the standard error of estimate or prediction. It is

given by
B - F(y—yp)2
ST

where y is the actual value and ¥, is the predicted value ; Eﬂ_ Is called the standard
exror of estimate or prediction of y on x.

Example. Find the standard error of estimate of v on. x from the Jollowing data :

x 1 2 3 4 )

y 2 5 3 3 7

Solution. For the standard error of estimate of y on x we have to find regression
line of y on x.

x ¥ .1-9 Xy
1 2
2 5 4 10
3 3
4 8 16 32
3 7 25 35
Ly=15 Ty=25 o = 55 Tyy = 88

- p _15 =3

X - n 5 =

Y 25

n 5

Here, n=~5

. nExy-3x3y _ 5x88-15x25 65

s _(x)? | BxB5-(15F 50
The line of regression of y on x is given by

=13

y=13x+L1 or ¥, = L3x+ 11
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Now
x ¥ v,=ldx+ 1] y-¥, o-yF
1 2 1.3x1+1.1=2.4 ~ 0.4 0.16
2 5 13x2+1.1=37 1.3 1.69
3 3 13x3+1.1=50 - 2.0 4.00
4 8 13x4+1.1=63 1.7 2.89
B 7 13x6+11=76 - 086 0.36
8
S(y -y, =9.10

Sy -y,)°
E“=\’ Y= e =J9‘510 = J182 = 1.349.
! n

7.6. COEFFICIENT OF DETERMINATION

The guantity 72 is called the coefficient. of determination. Tt lies between 0 and 1.

_ Explained variation _ Z(y, - 5)?

Total variation Ty - )%
The quantity (1 — r9) is called the coefficient. of non-determination. Also the

quantity J1-r? is called the coefficient of alienation.

Since r Hes between — 1 and + 1, r? lies between 0 and 1 both inclusive.

Note. This is another {ormula to caleulate correlation coefficient. r.

re

7.8. PROPERTIES OF COEFFICIENT OF :
DETERMINATION

(i) As an index of fit it is interpreted as the total proportion of variance in y
explained by x.
(1) As a measure of linear relationship it tells us how well the regression line
fits the data.
(7if) As an important indicator of the predictive accuracy of the regression equa-
tion, the minimum value of r? should be 0.8, otherwise. the predictive accuracy 18
considered low.

EXERCISE 7.1
1. Find the line of regression of y on x for the following data ;
X 10 9 8 7 6 4 3
y 8 12 7 10 8 9 6

Regression Analysis

NOTES
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Find the line of regression of y on x for the following data :

X 1 2 4 6 8 9 11 14

¥ 1 2 4 4 5 7 8 9

Estimate the value of y. when x=10.
Find the regression lines for the following data :

x G 2 10 4 8

¥ 9 11 - 5 8 T

Find the regression coeificient b, between x and ¥ for the following data :
Zx=30,Zy=42 Zay =199, T2 = 184, 5y*=318and n=6
Find the regression coefficients b _and b, for the following data :
Sam24, Ty=12, 2? = 874, Ty =97, Say = 157.and n=1T.
Also, find the coellicient. of correlalion between x and »
Find the regression line of x on ¥ and estimate the value of x, when y = 5 from the
following data ;
Sa =125, Sy = 100, Ex” = 1850, Ty? = 1500, Sev = 50 and n = 25.
The following regression equations were obtained from a correlation table :
y=0516x+3373;x=0512 v+ 3252
Find the value of
{f) the mean of £ and the mean of v's {ii) the correlation coefficient.
(1if) the coefficient of determination.

You are given the following data :

Series X ¥
Mean 18 100
Standard deviation 14 20

Correlation coefficient between v and ¥ = 0.8.
Find (i) the regression coefficients b_ﬂ and bx_v.
(ii) the two regression lines.
{{ii) estimate the value of ¥, when x = 70.
(iv) estimate the value of x, when y = 90,
If 4x — 5y + 83 =0 and 20x ~ 9y - 107 = 0 are two lines of regression. Find
(i) the mean values of x and y.
(1) the regression coefficients b_”r and b.ry'
(iif) the correlation coelficient between x and y.
(i) the standard deviation of v, if variance ol x is 9,
{v) Lhe coefficient of determination.

Find the standard error of estimate of y on x for the following data :

x 1 3 4 8 8 9 1% id

y 1 9 4 1 5 7 8 9

In a partially destroved record, for the estimation of the two lines of regression from a
bivariate dala (x, ¥), the following resulls were available :

Regression coefficient of y on x = — 1.6, regression coefficient of x on y=—04, standard
error of the estimate of y on x= 3.

Find (i) coeHl. of correlation between xand ¥ (i) standard deviation 7, and &_ (iii) standard
érror of estimate of x on y. )
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Answers Regression Analysis

1 133 7 8 )
y=_—x+—— 2, |y=—Zx+->,691] 8 y=119-0685x;x=164-13y

3 21 11 11
- 048 5. b_wr =0397 ;b =1516:r=0.776 NOTES
[x =- «2'?2- ¥+ % ;4.591 ] 7. () 67.6, 68.61 (i) 0.514 (iii) 0.264

') byI = 1.14 and bxy = 0.568 (i) ¥y = 1.14x + 79,41 ; x = 0.56y — 38 {it) 159.2) (i) 124
.. _4 Y 2= .
(N 13,17 () byx— "5- b_‘gr =20 (D) r=06 (v) 6, = @ r¢=0.36
1

0.564 1. (@ r=—08(Da, =25, g,= 5, (i17) E_r_y =15
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8. STATISTICAL QUALITY CONTROL

STRUCTUR

Introduction

Causes of Variations
Methods of Statistical Quality Control

Advantages of Statistical Quality Control
Conirol Charts
Twpos of Control Charts

sontrol Charts for Variables "
Control Charis for Actributes

) Control Chart for Fraction Defectives (p-chart)

(i1} Control Chart for Number of Defectives (np-chart)
(i) Conirol Chart. {or Number of Defects {c-Chart)

lf

8.1. INTRODUCTION

Statistical quality control (SQC) is one of the major area of production
management. It is a specialised professional {echnique which is used 10 maintain the
technical cfficiency of the processes of production. SQC is a simple statistical method
for determining the extent to which quality goals are being met without necessarily
checking cach and every item produced and for indicating whether or not. the variations
which oceur are exceeding normal expectations. SQC enables us to decide whether (o
reject or accept a particular product.

8.2. CAUSES OF VARIATIONS

Products of exactly the same quality are not possible (o be produced in the
continuous {low of any manufacturing process. So the variaiions in quality of the product.
remains inevitable. These variations occurs due o two (ypes of causes :

(i) Chance or Random causes. Some deviations from the desired specifications
are bound (o oceur in the items produced, howsoever efficient, the production process
may be. I’ the variations occurs due to some inherent pattern of variation and no
causes can be assigned to it, it is called chanee or random varialion.

For instance, slight variation in temperature, pressure and humidivy, etc. interact.
randomly to produce slight variation in the quality of the product. Chance vaviation is
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iolerable and does not. materially affect. the quality of a produet. In such a situation,
the process is said to be under statistical control.

(ii) Assignable causes. Assignable causes (also called non random or éystematie)
ean be casily identified. The assignable cause may occur at. any stage of the process.
These causes can be easily removed. Assignable causes of variation may be due (o
defective raw material, negligence of the operaiors, improper handling of machines,
faulty equipments, ete. In such a situation, the process is said (o be out of conirol.

8.3. METHODS OF STATISTICAL QUALITY CONTROL

To control the quality characteristics of the product, there are two main methods

1. Process control. The main aim in any production process is to control and
maintain the gualily of the product o requisite standard during the manufacturing
process. This is termed as process control and is achieved through the use of control
charts given by W.A. Shewhart.

2. Product control, This technique is concerned with inspection of already
manufaciured product to ascertain whether they are acceptable to the consumer or
not. This is achieved through an acceptance inspection or a sampling inspection plan.
Such a sampling inspection is often termed as product conirol.

8.4. ADVANTAGES OF STATISTICAL QUALITY CONTROL

1. 8QC makes it possible to diseriminate whether deviation from the requisite
standard occurring in ihe product during manufacturing process is due to
chance causes or due fo assignable causes.

2. SQC is extremely useful, particularly in the case where the units are destroyed
under inspection, e.g., the life of an electric hulb, explosiveness of crackers,
bombs, life of a battery cell, elc. |

3. SQC enables to determine whether the quality standards are being met
without inspecting the every unit produced.

4, SQC helps to know whether the manufacturing process is under control or

not. and if it has gone out. of control, remedial measures can be applied.

. SQC reduces the waste of iime and material to the absolute minimum by

giving an early warning about the oceurrence of the defects.

. The greatest advantage is the low cost of ingpeciion..

. SQC minimizes the risk of the consumer as well as the producer.

. SQC provides protection to the manufacturer against losses due to the

rejection of manufacturing products, likely to be made later on.
9. Efficient utilization of personnel, machines and materials results in higher
production.

10. Removal of bottle necks in the production process.

1]

o5 =1

8.5. CONTROL CHARTS

Control charts are the devices to describe the patterns of variation. The control
charts were developed by W A Shewhart of Bell Telephone Laboratories in 1924, Based

Statistical Quality Control

NOTES
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on the theory of probability and sampling, it enabled us to detect the presence of
assignable causes of erratic variations in the process. These causes are then identified
and eliminated and the process is stabilized and controlled at desired performances.
A control chart is the running record graph of the performance of some quality
characteristics. A control chart consists of the following three horizontal lines on the
graph :
(1) a control or central line (CL) depicting the desired standard or level of the
process.
{i0) an upper contrel limit. (UCL).
@iy a lower control limit (1.CL).

=

Cut of control

Under
control

Quality characteristics ——»
N

Sample numbers ————»

The control charl has a horizontal scale that represents the consecutive sample
number and a vertical scale thal represents the quality characteristic of each sample.

8.6. TYPES OF CONTROL CHARTS

Control charts are of two (ypes depending on whether a given characteristic is
measurable or not.

(i) Control Charts for Variables. These charts are used 1o achieve and
maintain an acceplable quality level for a process whose product. can be subjecied (o
quantitative measuremenis.

(7i) Contro} Charts for Attributes. These charts are used to achieve and
maintain an acceptable quality level for a process whose product cannot be subjected
to quantitative measurements but can be classified as good or bad, .acceptable or
non-acceptable.

8.7. CONTROL CHARTS FOR VARIABLES

The moest common charts for variables are
(¢} Control Charts for sample means (x -Charts)
(i} Control Charis for samiple ranges (R-Charts)
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The various steps to consiruct ¥ and R-charts are as follows :
1. A random sample of size n @+ is usually 4 or 5 units) is taken during the
manufacturing process over a period of time and the quality measurements

X, Xg, ..o, X, Are noted.
2. The sample mean X and sample range R are calculated by using
n
- x1+x:0+ .. 1
pommtentn 1S,
n
=i
and R= X ™ Tonin »
where ¥ and x_. are the largest and smallest. values of measurements x;, X,, ..., X,

nax min

respectively.
3. If the process is found to be satisfactory, k successive samples (& usually,
varies from 20 to 30) are {aken and for each sample, mean ¥ and range R are calculated.

Then find the combined mean ¥ and combined range R by using

=_ T+ x2 +.. Zx
— R;y+Ro+...+R, 1 k
—_— o — R.
and _ R . 7 ;1 ;
4. Calewlation of control limits for ¥ -chart
Control or ceniral line (Cl)=%
Upper control limit.  (UCL)=X + SR
] dyin
or Upper control limit  (UCL) =% + AR
Low rol limit  (LCL) = X - 3R
wer control limit )= dzJE
or Lower control limit.  (LCL) = ¥ - A,R,

where d, and A, can be found from the table depending upon (he size of the sample n.

5. Caleulation of control limits for R-chart
Control or central line (CL)= R
UCILy=D

Lower conirol limit  (LCL)=D,R

where 1}, and D can be {ound from the table depending upon the size of the sample .
6. The natural tolerance limits (upper and lower tolerance limiis) for individual
values of x are calculated by using

Upper control limit.

Statistical Ouality Conirol

NOTES

UTL; = F+ 28
d

- 3R

LTL; =5~
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The process is said to be capable of meeting the customers specifications if these
natural 1olerance limits fall within the customers specifications.

e 6R . L.
The process capability is =6 6 = —, where ¢ is standard deviation,

d2
Table
Sample size (n) A, D, D, dy
2 1.88 0.00 3.27 1.13
3 1.02 0.00 2.57 1.69
q 0.73 0.00 2.28 2.06
5 0.58 0.00 211 2.33
- 3] 0.48 0.00 2.00 2,63
7 0.42 0.08 1.92 2.70
8 0.37 O.14 1.86 2.85
9 0.34 0.18 1.82 2.97
10 0.31 0.22 L.78 3.08
il 0.29 0.26 1.74 3.17
12 0.27 0.28 1.72 3.26
13 0.25 0.31 1.69 3.34
14 0.24 0.33 1.67 341
15 0.22 0.35 1.65 3.47
16 0.21 0.36 1.64 3.53
17 0.20 0.38 1.62 3.59
18 0.19 0.39 1.61 3.64
19 0.19 0.40 1.60 3.6
20 0.18 0.41 1.55 3.74

8.8. CONTROL CHARTS FOR ATTRIBUTES

Sometimes it becomes impossible to determine the quality of a product by means
of measurement. The product is classified as good or bad, aceeptable or non-acceptable.
At times, the product is inspected for defects. Such characteristics are called aitributes.
The most common charts for attributes are

(f) Control ehart for fraction defeciive (p-chart)
iy Control chart. for number of defective (np-chart)
(iii) Control chart for number of defects (¢-chart),

8.9. (i) CONTROL CHART FOR FRACTION DEFECTIVES
(P-CHART)

Let r be the sample size taken from the production process at different time
intervals. If d be the number of defectives in this sample of size 2, then the fraction

.. . . d
defective in this sample is given by p== or d=mnp
n
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If 7 represents the average fraction defective from all the samples (% samples)
inspected, then
_ _ Total number of defectives in all the samples inspected
p Total number of items inspected in all the samples

The Binomial distribution is used 1o construct the p’ chart. By Binomial
distribuiion standard deviation (crp) 15 given by

_ '5(1—1_3)
Gp-—- T

Control limits for p-char(. are given by
Cl,=p

UCL =7 + 30, = §+3,l"’(l 2%
P p n

I ,p(l p)

I.,CLP =.p -.50p -3 T

Since the number of defectives (or lraction delectives) cannot be negative, if
I.CL comes out to be negative, it i3 taken as zero.

To construct the p-chart, p-values are taken on the y-axis and sample numbers
on (he x-axis. If any point lies outside the control limits. it is concluded that the process
is not under control otherwise under control.

———n

8.9. (i) CONTROL CHART FOR NUMBER OF
DEFECTIVES (np-CHART)

If 1 is the sample size and o 15 the number of defectives in this sample, then
d = np, where p is the fraction defectives in the sample,

Now, let if 2P represents the average number of defectives per sample of constant,

Total number of defective items in all the samples inspected
Number of samples inspected

gize, 1.e., np =

Now the standard deviation (¢, ) is given by

_ _ p(l —
G, =10, = = Jnp(1-p)

Control limits for np-chart are given by
v o=
(,an = np

UCL,,=np +306,,= np + 3Jnp 1-
]"CLup = nﬁ - 30::;: = ?1}_) - 3‘\‘ RE (1 - 16)

Since the number of defectives cannot be negative, if LCL comes out to be
negative, it is taken as zero. To construct the np-chart, np, i.e., d values arc taken on
the y-axis and sample numbers on the x-axis. If any point lies outside the control
limits, it is concluded ihat the process is not under control otherwise under control.
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8.9. (lii) CONTROL CHART FOR NUMBER OF DEFECTS
(c-CHART)

There are many situations in which it will be advantageous o know the number
of defects in an item or product after classifying that item or produet is defective. In
this situation, ¢-chart is used. Sample size for ¢-chart. may be single unit like a radio.
a maich box, a computer, an aircraft or a group of units. The number of defects may be
0,1,2, ... The variate values are discrete in nature and hence, it will {ollow a discrete
distribution. The Poisson distribution is used to construct. the ¢-chart. Since for a Poisson
distribution mean and variance are same, then the standard deviation (0,) is given by

o,= V%,

where 7 is average number of defects in a sample.

c =

Total number of defects in all the samples inspected
Number of samples inspected )
Control limits for e-chart. are given by
Cl,=¢
UCL,= ¢ +30,=¢ + 3J¢
LCL,=¢ -306,=¢ — 34T
Since the number of defects cannot be negative, if LCL comes out. to be negative,
it.is taken as zero. To construct the e-charl, c-values are taken on the y-axis and sample

numbers on the x-axis. If any point lies outside the control limits, it is concluded that.
the process is not under control otherwise under control.

SOLVED EXAMPLES

Example 1. Using the following daia caleulate the control limits for % -chart:
n=12%% =1386 R = 7-4and d,= 3.258.
Solution. The control limits for z-chart are calculated as -
CL=% = 1386
3R 1386+ 3Ix74
dyn 3258412
138.6 + 1.967 = 140.567
3R 3x74
.CL - =138~ ———
CI ain 138.6 3958718
138.6 — 1.967 = 136.633.
Example 2. Using the following data calculate the control limits for R-chart:
n=4, R = 9.60,d,= 2059 and d, = 0.880.
Solution. The conirol limis for R-chart are calculated as -
CL=R =9.60

UCL=Xx+

1

Il
]l

1l

UcL=R+3%R . 9.60 + 3% 0.880 x9.60
dy 2.059

=9.60+ 12.3089 = 21.91 ‘
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E.JCI.J - R - = 9.60 +
d, 2.059
=90.60-123089=-2.71,
Example 3. 4 machine is sel to deliver packets of a given weight, 10 saniples of NOTES

size § each were recorded and the mean and range of each sample is as follows

Sanmple No. i 2 3 £ 5 & 7 8 5 10

Mean () 48 45 18 53 39 47 46 39 51 45

Range (R) 7 5 7 g 5] & 8 6 7 6 -

Caletildate the control limils of ¥ and R-charts. Comment on the slate of control
without drawing the charts.

Solution. IHere,n =5, k=10, A,=0.58, D; =0

and D,=2.11 (from wable for 1= 5)

z_ Zx _49+45+..+45 462 _ 16.2

. k 10 10
= ZR 68
BR=—=—=¢

z 1 6.8
For X chart
CL=% =462 -
UCL=% +A,R =46.2+0.58 6.8

= 46.2 + 3.944 = 50.144
LCL=% - A,R =46.2- (.58 x 6.8
= 46,2 - 3.944 = 42.256
For R-chart
CL=R =68
UCL=D,R =211 x6.8=14.348
LCL=D,R=0%x68=0

For %-chart some of the points are above and below the UCL and LCL, so the
process 15 not under control.

For R-chart all of the points lie within the UCL and LCL, so the process is under
control.

Example 4. 4 company manufactures screws to a nominal diameter 0.500 =

0.030 cm. Five samples of size 3 each were taken from the manujuactured lot at different
lengths. The readings are as follows :

Sumple No. Measurement per sample x {in em.)
I 2 3
1 0.488 0.489 0.305
2 0.494 0. 495 0.499
3 0.458 0.515 0.487
E) 0.452 .509 0.51.4
b) 0,190 .508 0.459
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Calculale the control limits of x and R-charls. Conmment on. the staie of control
by drawing the charts.

Solution. Calculation for ¥

_0.488+0.489+0.505 1.482

For sample 1, X 3 3 - 0.494
(0.494 +0.495+0.499 1.488
For sample 2, Xp = 3 =—3 = 0.496
0.4 0.515+0.487 1.500
Forsample 3, T, = o228t - === = 0500
0.492+0.509+0.514 1515
For sample 4, Xy = i 3 == = 0.505
490+ 0.508 +0.499 1.497
Forsample, = oa20% . 840499, 43 = 0,499
5
_ 0.494 + 0496 + 0.500 + 0.505 + 0.499 _ 2494 —0.4988
5 5
Calculation for R ™
For sample 1, R, =x, . —x. .
R, =0.506 - 0.488=0.017
Far sample 2, R, = 0,499 - 0.494 = 0.005
Far sample 3, R,=0.515 - 0.487 = 0.028
For sample 4, R, =0.514 - 0,492 = 0.022
For sample 3. R, =0.508 -~ 0.490 = 0.018
R= Ry +R, +R; +R, +R;
5
_ 0.017 + 0.005 + 0.0528 +0.022 +0.018 _ 0.0590 ~0.018

Control limits for Z-chart
CL= % = 0.4988
UCL=% + AR (v A,=102forn=3)
=().4988 + 1.02 x 0.018
= 04888+ 0.01836=0.5172

LCL =X - AR = 04988 — 1.02 x 0.018
=(.4988 - 0.01836 = 0.4804
Control limits for R-chart.
CL=R =0.018
UCL=1,R = 257 x 0.018 (v Dy=257 for n=23)
=(.0463
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054+
053+

UCL = 0.5172
052+ L =0.51

0511

(e R5Te I S n . N

0494 CL =0.4988

Sample mean X ——»

0.48
LCL = 0.4804

0.47+

0.46 } } i } t +
1 2 3 4 5 &
Sample No. ——»

k4

(x-chart)

It is clear from the figure that all the values of X lies within the UCL and L.CL,
s0 the process is under control.

F 3

0.07 1

0.06 T

UCL = 0.0463
0.05¢

0.04 1

T

0.03 4

Sample range R ——p

0.02 1

CL=0018
0.01 1

LCL=0
0.00 } + $ } } }
1 2 a 4 5 6

Sample Np, —»

{R-chart)

¥

~ Ttisclear from the figure that all the values of R lies within the UCL and LCL.
so the process is under control,
Example 5. The following are the mean lengths and ranges of lengths of a finished
product from 10 samples each of size 5. The specification limils for length are 200 % 5
enr. Construct x and R-charts and examine whether the process is under control.

Sample No. i 2 3 4 5 [ 7 8 9 1o

Mean (%) 201 | 18& | 202 | 200 | 203 | 204 | 199 | 196 | 198 | 201

Range (R) 5 0 7 3 4 7 2 & 5 6

Assume for n.=35,A,=0.577, Dy=0and D, =2.115.

[N
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Statistical Analvsis Solution. The specification limits for length are given (o be 200 + 5 cm. Hence,
mean L is known as 200.

g = 5+0+7+3+4+7+2+8+5+6 47

10 “10 7
NOTES _
Control limits for x-chart
CL=p=200
UCL=p+ AR 200+ 0.577 x 4.7
=200+ 2712=202712
LCL = p— AR =200 - 0.577 % 4.7
=200—-2712 = 197.288
Control limits for R-chart
CL=R =47
UCL=D,R =2.115 x 4.7 = 9.041
LCL=D,R =0x47=0 N
&
205 1
204 1
Al N S UCL=202712 .
I 202 + !
< 20171 \ /
b CL = 200
g 200
2 100 ]
[2:]
@ 198+
IE 7 S N LCL = 197.288
196 1
195 ¥ ¢ t + i } } } : + —>
12 3 4 5 6 7 8 9 10
Sampie No. ——»
(X -chart)
1t 15 clear from figure that three points lie outside the UCL and LCL, so the
process is noi. in.control.
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40 e YCL =9.841__
g -
st NOTES
7 -
o 64
=]
g
g 57 CL=47
=
[=%
£
o
53]

4+ \/{
1
3+
2+
1+
LCL 0
0 —— »

5 7 8 9 10 !
Samp!e Ng. ————»

(R-chart)

It is clear from figure that all the values of R lies within UCL and LCL, so the
process is under control.

Example 6. A bull manufacturing company ABC samples the fused bulb, taking
sample of 5 each every hour. These samples sels of five have been arranged inincreasing
orders as follows :

44 42 20 35 13 52 61 20 16 70 &5 60

68 16 23 35 a2 70 05 25 28 100 83 75

75 &5 82 69 57 1z 70 32 40 110 95 94

77 0 &7 78 60 &0 90 55 65 115 | 100 | 109

88 2 87 &85 78 120 | 110 65 &85 160 | 110 | 140

Construcet  and R-charts and examine whether the process is under control,

Solution.
; _ _45+68+75+77+88 353 .
For sample 1, X = =70.6
5 5
- 315 — 301 _ 322
Simi T =—=63, _602 Z——'—=64.4,
Similarly, X 5 X3 = 5 1=
7=2 g0 75-3T_704  5,=2Lo79e
5 5 5
Xg = 197—394 _9-%—468 .?1{,:@:111
5 5 5
- 455 478

X11 =—é__91, 512 =T=956

For sample 1, R, =%, —x,., =88—-45=43
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Sample No. ——»

Similarly, R, = 50, R, = 67, R, = 50, R, = 36
R, = 68, R, = 49, Re = 45 R, = 69
R,, =90 R,, = 45, Ry =80
TN tX .+ X _ 8588 _ 157
12 12
F-Ri+Ro+..+Ry, 692 __
12 12
Control limits for ¥ -chart.
CL=% = 7157
UCL=%+A,R
= 7157+ 0577 X HT7.67 (v A, =057Tforn=75)
= 7057 + 33.27 = 104.84
LCL=% -A,R
=91.57T-05%7 x 57.67
=T1.57-33.27=383
Control limits for R-chart
Cl.= R =57.67
UCL=D,R
“211')7 7.67 (v D,=2115forn=5)
s = 121,97
LCL=DN,R
={ x 57.67 (" Dy=0forn=35)
&
1204
nor UCL = 104.84
wo!l T
90 +
80 +
0 CL=7157
E - \/\/ \//
S 501
-3
IS S Soal. loL-3ss
30 1
20+
104
4] } } } + + t } } + } t } »
1 2 3 4 5 & 7 8 ¢ 10 11 12




Tt 15 clear from the figure that one pomnt lie outside the UCL, so the process is  Staristical Qualfity Control
nol. in confrol.

130+ NOTES

UCL = 121.97

T

110 1

100 T
90 +
80+

70+

A A
AV A

304

-— SamplerangeR ——*

20+

10+

LCL=0
0 } } } } } } } } } } + } »

1 2 3 4 5 6 T 8 g 10 11 12
Sample No. ——»

(R-chart)

It is clear from the figure that all the values of R lies within UCL and L.CL, so
the process is under control.

Example 7. In. a factory producing spark plugs, the number rejected found in
the inspection of 10 lots of size 100 each is given belou:

Lot No. Number Fraction Lot No. Number Fraction
rejected rejected rejected rejecled
1 4 0.040 6 1 0.040 _
2 7 0.070 -7 5 0.050 '
3 &8 0.G80 & 8 0.080
£ 2 0.020 G 1] 0.060
5 3 0.030 10 1o 0.100

Construct appropriate control chart and stale whether the process is in control.
Solution. Since we are given fraction rejected, p-chart is suitable for the given
situation.

Total number of rejected

P Total number of items inspected in all samples
57
* = ———— = 0.057
' Tox100 0027

CL, =B =0.057
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UCL =p+ 3\(@ =0.057 + 3J0.057 (1-0.057)
g n 100

P
0.057 + 0.070 = 0.127

- p(1-p) J0.057(1 -0.057)
iy = —3J——= 057 — 3, [~=2 02— 29
LCL, =P n 0 100

=0.057-0.070=-0.013
Since LCLP is negalive, s0 I..CLP is taken as zero,

"

&

0.130 1 UCLp =0.127

0120 1
010+
0100+
0.090 +
0.080 T

0.070
0.6680 1 Clp =0.057

0.050+ /
0.040 +

0.030 +

Fraction rejacted-p ———-—m

0.020 1

0.010 1 LCLp=0

0.000 + } 1 1 + + 1 + 3 +
i1 2 3 4 5 68 7 8 9 10

Sample No, —»

k4

{p-chart)

It is clear from figure that all the values of fraction rejected p lics within UCHL
and 1.CL, so the process is under control.

Example 8. Based on 15 subgroups each of size 200 taken at iniervals of 45
minules from a manufacturing process, the average fraction defective was found to be
0.068, Calerlate the value of CL, UCL and LCI..

Solution. Since we are given average fraction defective, we will caleulate the
control limiis of p-chart.

CL,=p =0.068

= . o |P1-D) 10.068(1 - 0.068)
A, = +3, == = 0068 3
ucl n= P n ¥ ¥ 200

=0.068 + 0.053 =0.121

- »1-p) J 0.068(1 - 0.068)
L=p-3/2""P _po6s8-3
. LCL, =P -3y 200

=0.068 - 0.053 = 0.015.
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Example 9. Samples of 100 tubes are drawm randomly from the output of o
process that produces several thousand units daily, Sample items are inspected for
quality and defective tubes are rejected. The results of 15 samples are as follows -

Sample No. No. of Sumple No. No. of

defective tubes defective tibes
! 8 9 10
2 10 1o i3
3 13 i1 i8
-f 9 12 15
3 8 13 12
G 10 14 14
7 1y 15 9
8 6

is under control.

Solution.
Sample No. Na. of defective tubes Fraction defective
1 8 0.08
2 10 0.10
3 13 0.13
4 9 0.09
5 8 0.08
6 10 0.10
7 14 0.14
8 6 0.06
9 16 0.10
10 13 0.13
11 15 0.18
12 15 0.15
13 12 0.12
14 14 0.14
15 g 0.09

Total number of defectives

Construct a control chart for fraction defective, and exaniine whether the process

D=
Total number of items inspected in all samples
169
= — =0.11;
15x 100 0113

Control limits for p-chart
CL,=p =0.113

— ., |PA-P) W . 40.113(1-0.113)
BLo=F +: J—-—— =0.113+3
UCL,=p +3 " 100

=0.113 + 0.095 = 0.208

NOTES
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: = _aq |BOQ-P _ ,._,J0.113(1—0.113)
LCLP P-3 - 0.113-3 100
=0.113-0.095=0.018
NOTES i
0.25 1
UCL =0.208
I 0.20-: _______________________________________________
(=18
8
2 0151
2
3 //ﬂ\\ Cl\=0.113
& o10] Y
g
L
0.05 1
LGCL = 0.018
oty L

hy an antomobile company

4 5 6 7 B8 9 10 11 12 13 14 15
Sampte No. ——»

(p-chart)

It is clear from figure thai all the values of fraction defectives p lies within UCL
and LCL, so the process is under control.

Example 10. The following data refers to visual defects found during the
inspection of the first 10 samples of size 50 each. from a lot of tiwo-wheelers m anufactured

Sumple No. I 2 3 v i ) 7 & 5 i
No. of defectives 4 3 2 3 ¥ o4 4 1 3 2

Solution.

Drawo the p-chart and examine whether the process is under control.,

Sample No.

No. of defeclives

Fraction defectives

U1 de O LD e

[Enliv <RS-

—
[l

0.08
0.06
0.04
0.06
0.08
0.08
0.08
G.02
0.06
0.04
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Total number of defectives 30 Statistical Quality Control
Total number of items inspected in all samples 10 x50 =0.06

'ﬁ:

Control limits for p-chart
CL,=p =0.06 NOTES

UCL, =5 +3 /ﬁiln.‘_ﬂl =0.06+ 3,/%—;0'0@ = 0.06 + 0.1008 = 0.1608

1CL, =P - 31’!@ = 0.06—3 M;L'%) = 0.06 — 0.1008 = — 00408
n

Since LCL,, is negative, so LCL, =0

F 3

0.18 1
UCL = 0.1608

0B qrmmmmmmm o mmmmmmmmm o mm DTl
014 ¢
012+

01071

0.08 1 \ ‘/—0—\
0.06 g2 006
0.04 \/

0621

Fraction defertives ——»

LCL=0
0 p———— >
1 2 3 4 5 6 7 & 9 10

Sample Nog. ———»

(p-chart)

It is clear from figure that all the values of fraction defectives p lies within UCL

and L.CL, so the process is under control,
* Example 11. Ten samples of hourly production. of ¢ mass produced ilems are
taken and the number of defectives in each sample are noted. On the basis of these duta,

obiain the control limits of the control chart for fraction defectives.
Sample No. H 2 3 -f 3 6 7 & ] 10
Size of sample 148 | 160 | 155 | 156 | 161 | 167 | 164 | 160 | 156 | 173
No. of defectives 7 6 8 &8 5 9 8 & 7 10 .

Solution. Here. the sample sizes are different. So the average sample size is to
be determined first as

Number of items examined = 1600

Number of samples =10
_ 600
Average sample size (n) = o = 160
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Total number of defectives

Now P = Total number of items inspected in all samples
76
=—— =0.04%5
1600 0.0475

Control limits for p-chart.

UCL =5 +3 |PA-P) = 00475+ 3\/0'0475(1_0'0475)
P 7 160

=0.0475 + 0.0504 = 0.0979

e [ﬁ(l—p‘) e agme o 100475 (1-0.0475)
IJLIJ}: - p “ '3 n - 004 i — 3V 160

= 0.0475 - 0.0604 = - 0.0029
Since LCL,, is negative. so LCL, = 0.

- Example 12. In a lade manufacturing factory, 1000 blades are examined daily.
Following information shows number of defectives blades obtained there. Draw the np-
chart and comment on the state of control.

Day P2 3 4 5 6 7 & 9 10 11 iz 13 14 I3

No. of defective blades | 9 10 12 & 7 15 10 12 10 & 7 13 14 15 16

Solution. Here, n=1000. k= 15

— _ Total number of defectives

L =
"o Number of samples inspected
_ 166 )
np = 5 11.067
166
7 E— 01
P> Toooxis 0!

Control limits for np-chart’
CL,,=np = 11.067

UCL,, =np + 3 {/np (1-B) = 11.067 + 3,/T1067 (1- 0.011)
= 11.067 + 9.925 = 20.992

LCL,,=np - 3/np (1= p) = 11.067 - 3,/11.067 (1-0.01D)
= 11.067 —9.925 = 1142
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F 3
25+
UCL = 20.992
D
W0
2
“*8' 15
S a /\ - CL =11.067
5 10T
[+] o/"/ \‘\/ L ‘\\/
=
5 -+
_______________________ LCL=1.142
0 i t + »

1 2 3 4 5 6 7 8 9§ 10 11 12 13 14 15
Sample No, ——»

{np-chart)

Tt is clear from the figure that all the number of defectives lies within UCL and
LCL, the process is under control.

Example 13, 4n inspeciion of 190 samples of size 400 each from 10 lots revealed
the following number of defectives 17, 15, 14, 26, 9, 4, 19, 12, 9, 15.

Draw the control chart for number of defectives and examine whether the process
is under control.

Solution. Here, =400 and k=10

Total number of defectives

np = Number of samples inspected
140
p=—=14
np 1
140
p =———=0.03H
P = Joox10 00

Control limiis for np-chare
CL,, = 14

UCL,, =np +3ynp 1~ p) = 14+ 3,/14(1-0.035)

=14+ 11.027 = 25027

LCan =np —3Jnp (1-p) =14 - 3.f14 (1 - 0.035)

=14 - 11.027 = 2.973

F 3
30 +
UCL = 25.027
25t - m o mm e e e e T S
[ Ty
g 20
8 151 #CL=14
O - .
kel
5 10 \/ \‘\'/
(o]
51 . . loL=2973
] t { 4 + + »

1 2 3 4 5 & 7 8 & 10
Sample Ng., ~—-—3»

(up-chart)

Self-Instructional Material

Statistical Quality Control

NOTES

181




Statistical Analvsis

182

NOTES

It is clear from the figure that one paint corresponding to 4th sample lic ouiside
the UCL and 1.CL. so the process is nof under control.

Example 14. An inspection of 10 samples of size 100 each revealed the following

dala :
Sample No. H z 3 4 5 & 7 8 9 10
No, of defectives 2 I 1 3 b4 3 o 2 2 /]

Drau: the control chart for number of defectives (np-chart) and examine whether
the process is under contrel,
Solution. Here, n= 100, k=10
— _  Total number of defectives

np =
Number of samples inspected
—_ 2
np =75 = 2
20
B = =0.02
P=To0x10 *°
Contrel limits for np-chart.
CL,,=np =2

UCLW =np + ‘3Jm
=2+3 J2(1-002) =2+ 4.2=6.2
LCL, =np —3Jnp 1- )
=2-34J2(1-002) =2-42=-22
Since LCL, , is negative, so LCL, = 0.
4

?-»

B+

CL=2

Na. of defectives ———p
e

0 L il 1 I 1 b LCL = G B
1 2 3 4 5 6 7 & 9 10 "
Sample No. ——»

(np-chart) |

It is clear from the figure that all-the number of defectives lies within UCL and
LCL, the process is under control. .
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Example 15. During an inspection of equal length of cloth, the following are the
number of defects observed :

2 3, 4, 0, 3, 6, 7, d, 3, 2

Draw a control chart for the number of defects and comment whether the process
is under conirol,

Solution. Average number of defects in 10 sample is given by

. _ _ Total number of defects
i =

No. of samples inspected

_2+3+4+0+5+6+T7+44+3+2 _ 36
B ’ 10 10

Control limits for e-chart.
CL,=¢g=2386

UCL,= ¢ + 34T = 3.6+ 3J/3.6 = 3.6 + 5.692 = 9.292
LCL,=¢ — 34 = 3.6 -34/3.6 = 3.6 —5.692=—2.092
Since LCL,_ is negative, so LCL, =

&

—_
o
L
t

Na. of defaclives ——»
o [=3]
Q
=
1l
[9%)
™

UCL =5.292

Sample No. —»
{c-charL}
Tt is clear from the figure that all the values of number of defects (¢) lies within
UCL and LCL. the proecess is under control.

Example 16. The number of complaints received datly by an organization are as
follows :

Day I 2 3 4 5 6 ¥ & 5 10 11 12 13 14 15

Complainis 2 3 6 1 9 2 o0 o 4 2 0 7 0 2

Draw a suitable control chart and examine whether the process is under contral.

Solution. For the given problem, the suitable control chart is e-chart. Let the
number of complaints is denoted by ¢.

—  Total number of complaints
Iere, ¢ =

Number of days

Statistical OQuality Control®

NOTES
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Control limits for ¢-chart

CL,=¢=24 ,
UCL, =€ +3J =24+ 3424 =24+ 4.648="7.048
LCL, =z -3V =24- 3,24
=24 4.648 = 2.248
Since 1.CL_ is negative, so LCL, =0

101 .
9..
8-.
I UCL =7.048
7_ __________________________________________________________
g o7
8
[=R
£ 57T
Q
Q
5
g
=
CL=24

LCL=0

-

ad
> /\
2]

A

2t &

0 } 1 ¥ } t 1 >
1 2 3 4 5 6 7 8

0 11 12 13 14 15
Day's number ——»

It is clear from the figure that one value of ¢ corresponding to 5th day is not
within the control limits, the process is oud. of coitrol.

Example 17. The following table shows the number of missing rivets observed
al the same time of the inspection of 12 aircrafts. Find the conirol limils for the nuniber
of defects chart and comment on the stale of control.

Afreraft Number i 2 3 4 5 6 7 & 9 ¢ 11 12
No. of missing rivels 7015 13 18 M0 14 13 10 20 11 22 15

_ Total number of missing rivets

Solution,

¢~ "Number of aircrafts inspected
©T 12 T

Control limits for ¢-chart
CL,=g=14
UCL, =€ + 342
. =14+ 3J14 = 14+ 11.225 = 25.23
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LCL =5 -3 ch Statisticed Quality Control
=14-3414 =14 -11.225=27F75

NOTES

a3
[=]

UCL =25.23

- = M o
o 5

4

[9]

=~

I

—

s

No. of missing rivets—»

o
t
-
e
[
n
N
~1
-
h

L]

T 2 3 4 5 6 7 8 9 10 11 12
Air craft no,.——»

{c-chart)

It is clear from the figure that all the values of missing rivets lies within UCL
j and LCL, the process is under control.

b
} EXERCISE 8.1
¥
! 1. In the manufacturing process of a certain item from 20 subgroups, each of size 4. it is
f found that ©x = 41.283 and IR = 0.335. Compute the control limits for ¥ and R-charts.
2. A machine is set to deliver packets of a given weight. 10 samples of size 5 each were
r recorded and the mean and range of each sample is as follows :

Sample No. 1 2 3 4 5 G 7 8 G 10

Mean (%) 15 17 15 18 17 14 18 15 17 16

Range (R} 7 7 4 G 8 7 12 4 11 5

Caleulate the control limits of ¥ and R -charts and comment an the state of control.

8. A company manufsctures a product which is packed in cans. It utilises an automatic
filling equipment. It {akes a sample of & cans every hour and measures the filling (grams)
in the last 5 samples.

Sample No. Individual meusurements

I 2 3 4 3

1 1001 998 1002 1002 9939

2 999 998 1001 998 998

" 3 995 1001 1003 1002 1002

: 4 1000 998 999 1001 1002

F ) 934 1000 996 896 999
i Caleulate the centrol limits of ¥ and R-charis and comment on the state of control.

i )
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The fellowing data shows the value of sample mean ¥ and range R for 10 samples of size
5 each.

Sample No. i 2 3 x| 5 6 7 8 9 10

Mean (¥} 112|118} 108 | 116|110 | 96 [10.4 | 96 | 106|100

Fange (R) 7 4 8 5 7 4 8 K| 7 9

Construct ¥ and R-charts and examine whether the provess is under contral.

(Given for n =5, A, =0.577,D,=0,D =211
The following data shews the value of sample mean ¥ and range R for 10 samples of size
5 each.

Sample No. 1 2 3 4 5 B 7 8 9 10

Mean (¥} 43 49 37 44 45 37 51 46 43 A7

Range (K} a 6 D 7 7 4 8 8 4 G

Construct ¥ and R-charts and comment on the state of control.

If the average fraction defective of large sample of products is 0.1537. Caleulate the
control limits, (Given that subgroup size is 2000)
A company produces fuses for automobile electric systems. Five hundred of the fuses are
tesied per day for 30 days. The following table gives the number of defective fuses found
per day for the 30 days.

Day 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

No. of defectives 3 3 3 3 1 1 1 1 6 1t 1 1 &5 4 86

Duy 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

No. of defectives 3 6 2 7T 3 2 3 &6 1 2 3 1 4 4 5

Calculate the central line, upper eontrol limit and lower control limit, for p-chart.

A daily sample of 30 items was taken over a period of 14 dayvs in order to establish
attributes control limits. If 21 defectives were found, what should be the upper and
lower control imits of the proportion of defectives ?

In a factory producing an item, the number rejected {ound in the inspeclion of 20 lots of
size 100 each is given below :

Lot No. | No. rejecied | Fracltion rejected | Lot No. | No. rejected | Fraction rejected
1 ) 0.050 11 4 0.040
2 10 0.100 12 7 0.070
3 12 0.120 13 8 0.080
4 8 0,080 14 b _1_0.020
] 1) 0.060 1o 3 0.030
G H 0.058 i6 4 {1.040
7 [ 0.060 17 5] 0.050
8 3 0.030 18 8 0.680
9 3 0.030 19 6 0.060
10 5 0.050 20 18 6100

Construct. appropriate control chart and state whether the process is in control.




10.. The table given below shows the resulls of the production end inspeclion of 100 castings  Statistical Quality Control
a day for 20 days. Based on these data, construet p-chart and state whether the process
iz in control.

Davy No, of defectives Day No. of defectives
NOTES
1 6 11 33
) 11 12 39 7
3 20 13 25
4 22 14 18
5 9 15 17
6 40 16 ‘14
7 12 17 13
8 10 18 H]
9 31 19 7
10 30 20 g

11. The following data refer to defects found during inspection of the first 10 samples of size
100 each.

Sample No. 1 2 3 4 3 6 7 8 g 10
No. of defectives 4 8 Il 3 11 7 7 156 12 6
Calculate ihe control limits for np-chart and scate whether the process is in control.

12. Twenty samples each of size 10 were inspected. The number of defectives found in each

of them is given below ;
Sample No. 1 2 3 4 5 6 7 8 2 10
No. of defeclives 0 1 0 3 9 2 0 7 0 1
Sample No. 1 2 13 14 15 16 17 18 19 20
No. of defectives 1 0 0 3 1 0 0 2 0 o
Construct appropriate chart and state whether the process is in control.

13. The following data refer to number of defectives found during inspection of first 10 samples
of size 100 each !

Sample No. 1 2 3 4 5 G 7 8 9 10
No. of defectives 4 8 11 3 11 7 7 16 12 6
ObLuin the upper and lower control limits of np-chart und siate whether the process isin

control.

14. The following data refer to number of defectives found on 24 consecutive production
days in daily samples of 400 items :

Produetion day | 1 2 3 4 5 6 T 8 g 1 11 12
No. of defectives | 20 10 20 24 22 18 38 8 24 54 50 18
Productionday | 13 14 15 16 17 18 19 20 21 22 23 24
No, of defectives | 24 30 16 28 20 8 922 92 52 6 20 22
Draw np-chart and state whether the process is in control.
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® mao

10.
11.
12,
13.
14.
15.
16.
17.

Ten pieces of eloth out of different. rolls of equal length contained the following number of
defects :
1, 7. 3, 1, 2 4, 8, 2, 0 3

’

Draw a control chart for the number of defects and state whether the process is in control.
The number of complaints received daily by an organization are as follows :

Day 1 ¢ 4 4 5 6 71 8 9 |10

Complaints { 2 3 4 0o 5 6 7 4 3]z

; g
Draw a conirol chart for number of defects and comment whether the process is in control.
The number of mistakes made by an account clerk are as follows :

Week No. 12 3 4 5 6 7 8 8 10
No. of mistakes 1 0 2 0 i 0 ] 0 ":l 2
Week No. 1112 13 14 15 16 17 18 19 20
No. of mislakes K; 3 1 0 0 7 1 0 I1 0

Draw an appropriate control charl and state whether the mistakes of thejclerk is in
under control.

Answers
For X -chart. For R-chart.
CL=2.08415 CL=0.01675
UCL = 2.078 LiCli= 0.03819
LOL = 2.0522 1.CL = 0]
For ¥ -chart For R-chari.
CL=16.2 Ci.=74
UCL = 20492 UCL=123
LCL=11.908 LCL=20

Process is under control by both charts.

For % -chart : CL = 999.32, UCL = 1001.772, L.CL = 996.872.
For R-chart : CL=4.4, UCL =9.308, LCl.=0

Process under control using both ¥ and R-chars.

For X -charl : CL =10.66, UCL = 1..285. LCL = 7.025 ; process under control
For R-chart : CL = 6.3, UCL = $3.3245, L.CL. = 0 ; process under eantrol.

For % -chart : Cl. = 44.2. UCL = 47.564, LCIL. = 40.836; out of contiol
For R-chart. : Cl.=5.8, UCL=12.267, LCL = 0:; under control
CL,=0.1537, UCL, = 0.17788, LCL, = 0.1295.

Cl.=0.184, UCL=0.236. LCL =0.132

C-Lp= 0.05, UCLP =017, LCLP ={.

CLP= 0.08, UCLp =0.1311, LCLD =} : out of control.

CL, = 0.186. UCL, = 0.303. LCL, = 0.069 ; oui of control.

CL-HP =8.5, UCL, = 16.87, LCL"}, = (.13; under contral.

CL"P = 1.5, UCIJHP =4,89, [,CLM} =0 ; vut of conLrol,

UCL,,= 16.87, 1.Cl,,, = 0.13 : under control.

g

CLW =24, UCL"p = 3825, LCLH;, =975 ; out of control.
CL, = 8.6, UCL, = 8.38, LCL,, =0 ; under control.
ClL,, =3.6, UCL,_=9.282, L.CL,_=0; under control.
Cl,=12, UClL,=449, LCL_=0;not under control.
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